Controlling electron transfer processes through short molecular wires
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Abstract

Current–voltage, $I(V)$, and current–magnetic field, $I(h)$, characteristics of a short molecular wire are studied in the framework of a model which accounts for strong Coulomb repulsion between the transferred electrons. The given approach avoids the fact that statistically the wire simultaneously transmits more than a single excess electron. First, we address short molecular wire systems which exhibit an narrow peak in the $I(V)$-characteristics. Recent experimental data of the peak current are well reproduced by our theory. In a second part, we study wires which contain paramagnetic ions mediating the ET. With the focus being on the low-temperature region, a step-like behavior of the current versus the magnetic field is predicted. © 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

Initiated by the suggestion of Aviram and Ratner [1] in the middle of the 1970s various schemes have been proposed where single molecules act as an active electronic device to achieve, for example rectification and gating of a current [2–8]. Meanwhile, the creation and characterization of such nano-scaled single-molecule systems became possible of what can really be understood as the preliminary stage of molecular electronics. The archetype of all the discussed systems represents a linear-chain molecule which interconnects two micro-electrodes, thus forming a molecular wire. If a voltage is applied the transfer of electrons (or holes) can be controlled, and in this manner one can construct the current–voltage, $I(V)$, characteristics of a single molecule [9,10]. Once such a nano-structure has been formed, it becomes necessary to understand all the molecular properties which determine the $I(V)$-characteristics. But at the same time one is also faced with problems that relate to the molecule–electrode interaction.
The molecular properties mainly influence the manner the charge moves through the wire. This transport can take place either as an elastic electron transfer (ET) or as an inelastic transfer. If the Fermi levels of the two leads are arranged between the energetic positions of the HOMO and LUMO levels of the wire and if the characteristic time of the hopping processes through the wire, $\tau_{\text{hop}}$, strongly exceeds the characteristic time of the direct wire-mediated tunneling, $\tau_{\text{tun}}$, the inter electrode current takes place as an elastic tunnel process. In such a situation the conductivity decreases exponentially with an increase of the wire length [9,11–13]. If the Fermi level is moved into resonance with the LUMO-levels the conductance oscillates with an increase of the wire [13,14]. Generally, the oscillations are caused by the dimensionality of the contacts and of the electrode, by the number of contacts, and by the microscopic geometry of the interface between the terminal part of the wire and the electrodes [15]. If, however, $\tau_{\text{hop}} \ll \tau_{\text{tun}}$, the current is determined by inelastic hopping transitions. Now, the electron tunneling is accompanied by energy dephasing at the terminal sites [16–20] as well as in the internal wire units [21–24].

In the case of elastic ET processes through the wire the corresponding theoretical models are more or less well established (see, e.g. [22]). Such a complete description does not exist in the case of hopping-like ET through the wire. This is in contrast to the description of ET reactions in donor-bridge-acceptor systems where the bridge may be given by a DNA fragment or a rigid oligopeptide. Indeed, a unified description of the elastic (super-exchange) and inelastic (sequential) ET exist for the DNA [25,26] as well as the oligopeptide [27]. In particular, it could be demonstrated that the sequential ET mechanism becomes more efficient than the superexchange one if the number of bridging units is increased.

However, it is insufficient to remain at a description of single electron motion. In the presence of an electron reservoir given by the electrodes it becomes necessary to discuss the simultaneous motion of two or more excess electrons. Now, the current within the wire is strongly influenced by a Coulomb repulsion between the different and simultaneously transferred electrons. Earlier theoretical studies carried out in the framework of a Hartree approximation indicate that even in the case of only two transferred electrons per wire the current–voltage characteristics strongly differs from that for a single transferred electron [28,29]. If the Coulomb electron–electron interaction is described within the Hubbard model a complicated nonlinear behavior of the wire mediated current is obtained [12,30].

Besides the important influence of the internal properties on the molecular wire conductivity the latter is also affected by the interaction of the terminal wire units with the micro-electrodes. The static part of this interaction can be sufficiently well described within the image force approximation [16,31,32]. It allows to estimate the polarization potential acting on the transferred electron and, in this manner, to specify the energy profile of the excess electron in the wire [23,33]. A microscopic description is achieved if quantum-chemical calculations are carried out on the molecule–metal interface [34,35]. Alternatively, a description has been proposed where the molecule and part of the surface atoms perturbed by molecular absorption define an “extended molecule” which in turn interacts with the rest part of the electrode [34,36].

Of course, the progress in the field of transport in a molecular wire strongly depends on a proper comparison of all ideas and theoretical concepts with experimental data, and in this manner the progress depends on the way to measure the current–voltage characteristics of different types of molecules and molecular complexes. First attempts to measure the current through a molecular wire date back to 1990 [37]. Meanwhile, nanofabrication techniques have been developed to contact single molecules [10,38], and starting from 1995 systematic measurements on the electron conduction through a single bridging molecule have been carried out [39–41].

The present paper presents results on the electron motion through molecular wires which are related to internal properties of the wire as well as to the wire–electrode interaction. We will describe inelastic ET, but with the restriction to short wires (less than 10 wire units). Upon extending recent quantum kinetic considerations and computations
on a nonlinear inelastic interelectrode current through a short molecular wire [23,24] we study in which manner the wire-mediated current can be controlled by steady electric and magnetic fields. The specificity of dealing with ET reactions through a short molecular wire lies in the very strong influence of the electrodes and the Coulomb repulsion (as in the case of ET through a single molecule [33,42]). Both disturbances, however, become less prominent if the length of the wire is increased [23].

2. The basic theoretical model

For the following considerations we will employ a quantum kinetic ET model which has been recently proposed to study the inelastic interelectrode

Fig. 1. Kinetic scheme of the ET through a linear molecular wire. Each terminal wire unit is connected with the corresponding electrode via the spacer (Sp) while the interior wire units are coupled by the bridging structures (B), see part (a). Due to the polarization shift caused by the electrodes all intersite transfer rates assume different values even at $V=0$, see part (b). At a large voltage bias, the backward transfer rates become much smaller than the corresponding forward transfer rates, i.e., $r_{a1} \ll g_a$, part (c).
current through a short molecular wire [23,24]. The model is based on two main assumptions. First, the model assumes that the electronic coupling between the localization sites of the excess electron in the wire is weak compared to the electron–vibration interaction. This is typical for systems where the localization sites of the electron are separated by bridging ligands (e.g. oligoporphirin and polythiophene structures [6] or transition metal complexes [4], etc.). Accordingly, the ET through the molecular wire takes place as an electron hopping process characterized by rate expressions for the transition from electrode \( a (b) \) to the wire \( \chi_a \) and \( \chi_b \), for the reverse processes \( \chi_a \) and \( \chi_b \), and for the wire-internal site to site transitions \( g_n, r_n, \ldots \). As a result, ET through a short molecular wire that only a single electron can statistically be captured. Only if the excess electron already present in the wire leaves the wire can a new one enter. At room temperatures, such a blocking takes place if the wire length does not exceed 30–40 Å [23] (note that this estimate assumes a weak electronic intersite coupling which is unable to compensate the repulsion between the transferred electrons). As a result, ET through a short molecular wire proceeds as the motion of single electrons, but on the background of a strong Coulomb repulsion. If the wire does not contain paramagnetic ions and if no external magnetic field is present the following expression for the stationary interelectrode current (for any electron spin projection \( \sigma = \pm 1/2 \)) is valid [23,24]: i.e.

\[
I = e W_0 J.
\]

Here, \( e \) is the elementary charge, \( J \) denotes the net electron flow through the wire, and

\[
W_0 = \prod_{n=1}^{N} (1 - P_n)
\]

gives the transmission factor taking notice of the strong Coulomb repulsion between the transferred electrons. The latter quantity can be expressed by the single-electron populations \( P_n \) of the wire units \( n = 1, 2, \ldots, N \) (where \( N \) denotes the total number of localization sites in the wire). Consequently, a particular exclusion principle valid for short molecular wires results – the excess electron to be transferred through the wire can only enter it if any other excess electron already left the wire. \(^1\)

For the following considerations it is advantageous to express \( W_0 \) and \( J \) by the auxiliary quantities \( U_n \equiv P_n/(1 - P_n) \), i.e. \( P_n = U_n/(1 + U_n) \)

\[
W_0 = \prod_{n=1}^{N} [1/(1 + U_n)],
\]

and

\[
J = \chi_a - \chi_a U_1 = g_1 U_1 - r_2 U_2 = g_2 U_2 - r_3 U_3 = \ldots = \chi_a U_N - \chi_b.
\]

For any given number \( N \) of wire units the quantities \( U_n \) are derived from the system of equation (for further details see in [23]):

\[
\sum_{m=1}^{N} A_{nm} U_m = C_n.
\]

The elements of the transfer matrix \( A \) are given by

\[
A_{nm} = [(\chi_a + g_1)\delta_{n,1} + (g_n + r_n)(1 - \delta_{n,1})(1 - \delta_{n,N}) + (\chi_b + r_N)\delta_{n,m} - g_n(1 - \delta_{n,1})\delta_{n,m+1} - r_n(1 - \delta_{n,N})\delta_{n,m-1}]
\]

while

\[
C_n = \chi_a \delta_{n,1} + \chi_b \delta_{n,N}.
\]

Noting Eq. (5) together with the relations (3) the net flow can be represented as

\[
J = \frac{1}{\text{Det}(N)} (\chi_a g_1 \cdots g_{N-1} \chi_b - \chi_a r_N \cdots r_2 \chi_a),
\]

where \( \text{Det}(N) \) denotes the determinant of the matrix \( A \). In the case of a wire with two or three sites the set \( (U_n) \) are readily evaluated. For \( N = 2 \) we obtain

\[
U_1 = \frac{1}{\text{Det}(2)} [\chi_a \chi_b + (\chi_a + \chi_b)r_2],
\]

\[
U_2 = \frac{1}{\text{Det}(2)} [\chi_a \chi_b + (\chi_a + \chi_b)g_1]
\]

\(^1\) A similar exclusion principle has been already utilized to explain interference effects in resonance tunneling in coupled quantum wells [43].
and for $N = 3$, correspondingly,

$$
U_1 = \frac{1}{\text{Det}(3)} [\chi_a\chi_{-b}(g_2 + r_2) + (\chi_a + \chi_b)r_3r_2],
$$

$$
U_2 = \frac{1}{\text{Det}(3)} [\chi_a\chi_{-b}\chi_{1} + \chi_{-a}\chi_{b}r_3 + (\chi_a + \chi_b)g_1r_3],
$$

$$
U_3 = \frac{1}{\text{Det}(3)} [\chi_{-a}\chi_{b}(g_2 + r_2) + (\chi_a + \chi_b)r_1g_2].
$$

(9)

The corresponding determinants read

$$
\text{Det}(2) = \chi_{-a}\chi_{-b} + \chi_{-a}\chi_{b} + \chi_{-b}\chi_{1},
$$

$$
\text{Det}(3) = \chi_{-a}\chi_{-b}(g_2 + r_2) + \chi_{-a}\chi_{b}r_3 + \chi_{-b}\chi_{1}g_2.
$$

(10)

Eqs. (1), (2), and (7) enable one to evaluate the interelectrode current in those short molecular wires where the current results from a hopping mechanism of ET. The specifics of the electrode–molecular wire–electrode nano-structure is given by the single-electron transfer rates $g_n, r_n, Z_n, \chi_{-a},$ and $\chi_{-b}, \chi_{-b}$. Just such types of short molecular wires are expected to be the best candidates for an experimental observation of inelastic currents. If magnetic interactions are important the spin-state dependence of the rates have to be taken into account, cf. the examples in [17,18]. We will discuss this question in Section 4 of this paper.

3. Nonlinear properties of an interelectrode current

It has been already demonstrated before in [23] that the current–voltage characteristics of the electrode–molecular wire–electrode nano-structure become nonlinear if the Coulomb repulsion between the transferred electrons is accounted for. First, there is a rising of the current with increasing voltage towards a saturation. Second, an abrupt decrease of the current appears if the voltage is increased further. This nonlinear behavior follows from the electrode wire model including the averaged polarization. In particular, it becomes possible to present an analytical expression for the current which is valid at any voltage bias. In this model the abrupt decrease of the current is originated by the decrease of the transmission factor $W_0$, see Eq. (2). The following considerations are devoted to a detailed inspection of this important blocking phenomenon.

3.1. Inter electrode current at large voltages

To determine the interelectrode current the basic Eqs. (1), (2), and (7) have to be specified by concrete expressions for the transfer rates. We restrict ourself to the consideration of a regular wire and use the same rate expressions as in [23]; i.e. the Jortner form of the ET-transfer rates [44]. The intersite transfer rates read

$$
r_{n+1} = \exp[-(E_n - E_{n+1})/k_B T] g_n, \quad g_n = \nu_0\Phi_{\nu_0},
$$

$$
\Phi_{\nu_0} = \exp[-S \coth h\omega_0/2k_B T]
$$

$$
\times \{[1 + n_B(\omega_0)]/n_B(\omega_0)\}^{\nu_0/2}
$$

$$
\times I_{\nu_0}(2S n_B(\omega_0)(1 + n_B(\omega_0))).
$$

(11)

The electrode–wire and wire–electrode transfer rates (for electrode $a$) have the form

$$
\chi_a = \exp[-\Delta E_a/k_B T] \chi_{-a},
$$

and

$$
\chi_{-a} = \chi_0 \{1 - n_F(\Delta E_a)\} \Phi_0,
$$

(12)

respectively. Both expressions are valid in a similar form for $b$ replacing $a$. In Eq. (11) we introduced the Bose distribution $n_B(\omega_0) = \{\exp(h\omega_0/k_B T) - 1\}^{-1}$ while in Eq. (12), $n_F(\Delta E_{a(b)}) = \{\exp(\Delta E_{a(b)}/k_B T) + 1\}^{-1}$ is the Fermi distribution functions. Furthermore, $\omega_0$ denotes the frequency of an active vibrational mode strongly coupled to a heat bath, we introduce $\Delta E_a = E_1 - E_F - eV$, $\Delta E_b = E_S - E_F$ where $V$ is the applied voltage bias, $E_F$ is the Fermi-level energy, we set $S \equiv \hbar/\omega_0$ ($\hbar$ is the reorganization energy), and $I_{\nu}(z)$ gives the modified Bessel function. The voltage and temperature independent constants introduced in Eqs. (11) and (12) are given as

$$
\chi_0 = 2\pi|V_{-e}|^2/h^2\omega_0, \quad \chi_0 = (2\pi|V_{-e}|^2/hE_F)C,
$$

(13)

where $V_{-e}$ and $V_{e}$ are electron couplings between neighboring wire sites and between the terminal sites of the wire and the nearest surface metal atom, respectively. The newly introduced factor $C$ accounts for the properties of the electrode metal.
surface as well as the structure of the terminal wire unit. To specify this factor it becomes necessary to perform detailed quantum-chemical calculations. A simple estimate is possible in the framework of the electron gas model and for a cubic metal. It yields $C \approx (a_c k_F)^3/4\pi$ where $a_c$ is the crystallographic cell constant and $k_F$ denotes the Fermi vector. Assuming $E_F \sim 5$ eV and thus $k_F \sim 10^6$ cm/s, one obtains $C \sim 1$.

Of particular importance for the ET reaction are the parameters

$$v_n \equiv \frac{(E_n - E_{n+1})}{\hbar \omega_0}$$

which define (in units $\hbar \omega_0$) an energy bias between the electronic localization sites. If $v_n > 0$ the backward site to site transfer rates $r_{n+1}$ become smaller than the corresponding forward transfer rates $g_n$. The electrostatic potential along the wire assumes with $m_n > 0$ the form

$$E_n = E_0 + eV(1 - x_n/L) + E^{(i)}(x_n).$$

This expression shows that the site energy of the transferred electron (at wire unit $n$) is the sum of unperturbed LUMO-level energy, i.e., $E_0$, the linear ramp, and the polarization shift

$$E^{(i)}(x_n) = -\frac{13.5}{\varepsilon} \left\{ \frac{K}{2} \left( \frac{1}{x_n} + \frac{1}{L - x_n} \right) + \frac{1}{2} \sum_{m=1}^{\infty} K^{2m} \right\} \times \left[ K \left( \frac{1}{Lm + x_n} + \frac{1}{L(m+1) - x_n} \right) - \frac{2}{Lm} \right].$$

This expression follows from a general form of the image-force potential originated by metallic plates [16,45]. Note, that $E^{(i)}(x_n)$ is given in eV, while the total length of the wire $L = 2\delta + (N - 1)c$ and the positions of electron localization $x_n = \delta + (n - 1)c$ (cf. Fig. 1(a)) are taken in Å. In Eq. (16) we introduced $K \equiv (\varepsilon_c - \varepsilon)/(\varepsilon_c + \varepsilon)$ with $\varepsilon_c$ and $\varepsilon$ as the electrode and interelectrode medium permittivities, respectively. Eq. (16) defines a complicated non-monotonic potential profile for the transferred electron within the wire. However, for a large applied voltage the linear ramp can compensate the decrease of energy caused by the electrodes (Fig. 2) so that the property $v_n > 0$ is satisfied for all wire units. Now, the forward rates substantially exceed the corresponding backward rates. Fig. 1(c) illustrates such a situation indicating the small transfer rates by dashed arrows. Consequently, a large voltage bias $V$ leads to an unidirectional left-to-right ET through the wire.

Fig. 3 nicely depicts that the increase of the current generally results from the increase of the flow. However, the decrease of the current which takes place if $V$ is further increased, completely results from that of the transmission factor $W_0$. Comparing Fig. 3(a) with Fig. 3(b) one notices the large difference with respect to the magnitude of the flow saturation as well as with respect to the peak (plateau) of the current. The behavior shown in Figs. 3(a) and (b) is originated by a large difference with respect to the reorganization energy $\lambda$ (or by the dimensionless parameters $S = \lambda/\hbar \omega_0$ with fixed vibrational frequency $\omega_0$). This different behavior can be explained in noting that the peak (plateau) of the current appears if a resonant
tunneling from the left electrode to the corresponding terminal wire unit is switched on [23]. This resonant ET occurs at voltages where \( \Delta E_a \equiv e(\delta/L)(V_{\text{res}} - V) \leq 0 \). Here, we used
\[
V_{\text{res}} = \Delta EL/e\delta
\] (17)
and \( \Delta E \equiv E_0 - E_F = E^0(x_1) \) (cf. Fig. 1(b)). We can therefore conclude that for \( \exp(\Delta E_a/k_BT) \ll 1 \) and \( \exp[-(E_a - E_{a+1})/k_BT] \ll 1 \) with \( V > V_{\text{res}} \) the following inequalities for the electrode–wire and wire–electrode transfer rates result; i.e. \( \chi_a \gg \chi_{-a} \), \( \chi_{-b} \gg \chi_b \) as well as for the wire-internal rate con-
stants, \( g_a \gg r_{a+1} \), respectively. These inequalities indicate that one can utilize at large \( V \) the approximation of vanishing backflow, i.e.,
\[
\chi_{-a} = r_2 = r_3 = \cdots = r_N = \chi_b = 0. \tag{18}
\]
Noting the relations (3) we next derive the simplified, large voltage expressions
\[
U_N \approx \chi_a/\chi_{-b}, \quad U_n \approx \chi_a/g_n \quad (n = 1, 2, \ldots, N - 1), \tag{19}
\]
while
\[
J \approx \chi_a, \quad W_0 \approx \frac{1}{1 + \chi_a/\chi_{-b}} \prod_{n=1}^{N-1} \left( \frac{1}{1 + \chi_a/g_n} \right). \tag{20}
\]
It is not difficult to determine the dependency of the current on the applied voltage within these approximations. Let the vibration energy \( \hbar\omega_0 \) exceed the thermal energy \( k_BT \) so that \( n_B(\hbar\omega_0) \ll 1 \). In this case – and if \( S \) is not too large – the argument of Bessel function appearing in Eq. (11) reduces to a small value and thus the asymptotic form \( I_a(z) \approx (z/2)^{1/2}/\Gamma(v + 1) \) [46], with \( \Gamma(x) \) the Gamma-function, becomes valid independently of the particular value of \( v \). Correspondingly, Eq. (11) reduces to the expression [47]
\[
\Phi_v \approx e^{-S\nu}/\Gamma(v_n + 1), \tag{21}
\]
with \( v_n \) given in Eq. (14). It follows from Eqs. (12), (20) and (21) that the flow \( J \) possess a maximum, \( J_{\text{max}} = \chi_0 \exp(-S) \). Therefore, if \( \chi_0 \) is fixed, the flow increases if \( S \) decreases, cf. Figs. 3(a) and (b).
To analyze the abrupt decrease of the current in more detail we note that the quantity
\[
\chi_a/g_n = (\Gamma(v_n + 1)/Sv')^{-1}n_B(\Delta E_a), \tag{22}
\]
which specifies the transmission factor \( W_0 \), cf. Eq. (20), strongly increases with increasing value \( v_n \). Actually, at large \( V \) when \( v_n \gg 1 \) we can take the asymptotic expansion \( \Gamma(v + 1) \approx \sqrt{2\pi/vv'} \exp(-v) \) which allows us to reduce Eq. (22) to the simpler form
\[
\chi_a/g_n = \zeta^{-1}\sqrt{2\pi/vv'}\exp(-v_n)\exp[v_n(\ln v_n - \ln S)]. \tag{23}
\]
In passing we remark that we also used the fact that for \( V > V_{\text{res}} \) one can set \( n_f(\Delta E_n) \approx 1 \). It can be recognized that a sudden drop of \( \chi_a / g_a \) occurs if \( v_n > S \). Let us take into consideration that \( v_n \) gives the mean number of vibrations accompanying the jump of the transferred electron from the \( n \)th to the \( (n+1) \)th wire unit, cf. definition Eq. (14). If more quanta are involved the jump efficiency becomes less efficient. For large \( V \), \( v_n \) is also large and thus the forward transfer rate \( g_a \) is small. This fact indicates that the limiting step of the ET through the wire are the hops between the wire units. As a result, the transferred electron is slowed down within the wire, the site populations \( P_n \) increase and thus the transmission factor becomes drastically reduced. Hence, the current is blocked.

The inequality \( v_n > S \) is identical to \( E_n - E_{n+1} > \lambda \), which states that the decrease of the current with the rise of the \( V \) occurs if the driving force of the site to site ET process induced by the applied electric field starts to exceed the corresponding reorganization energy.

\[ (1) \]

3.2. Current through a wire with two electronic localization sites

According to Eqs. (20) and (23) a control of the interelectrode current eq. (1) can be achieved by an alteration of the parameters \( \zeta \) and \( S \). Increasing any of these parameters the formation of the plateau becomes easier, see [23] where the influence of the parameter \( \zeta \) has been discussed, and also in Figs. 3(a) and (b) with curves valid for different \( S \). A large value of \( v_n \) and, thus, of the driving force for the site to site transitions is reached if a wire with a large distance between neighboring sites is taken. Now, the blocking of the current might be observed at a smaller voltage compared to the case of a wire with more units. Fig. 4 depicts the form of the nonlinear current through a wire with two sites. The calculations are carried out by use of Eq. (1) with the form of the flow \( J \) given by

\[ J = \frac{\chi_a \chi_{-b} g_1 - \chi_{-a} \chi_{-b} r_2}{\chi_{-a} \chi_{-b} + \chi_{-a} \chi_{-b} + \chi_{-a} g_1} \tag{24} \]

and the transmission factor reads

\[ W_0 = [(1 + U_1)(1 + U_2)]^{-1}. \tag{25} \]

Here, \( U_1 \) and \( U_2 \) are given by Eqs. (8) and (10). The expressions for \( J \) and \( U_a \) can be simplified if one notes that for \( V > V_{\text{res}} \) the rates \( \chi_b \) and \( r_2 \) assume very small values. By use of the condition \( \chi_b \approx 0 \), \( r_2 \approx 0 \) it follows that

\[ J = \frac{\chi_a}{g_1}, \quad U_1 = \frac{\chi_a}{g_1 + \chi_a}, \quad U_2 = \frac{\chi_a}{g_1 + \chi_a} \tag{26} \]

According to the expression of \( J \) we may conclude that in the resonance region \( V > V_{\text{res}} \) the flow can assume a plateau (it occurs if \( g_1 \gg \chi_{-a} \) and thus \( J \approx \chi_a \approx 0 \exp(-S) \)), followed by a decrease which is originated by the sudden drop of the forward site to site transfer rate \( g_1 \) (it occurs when \( g_1 \ll \chi_{-a} \) and thus \( J \approx (\chi_a/\chi_{-a})g_1 \)). The simplified expression (26) is sufficient for an evaluation of the current in the vicinity of its maximum as well as for \( V > V_{\text{res}} \). It follows from Eqs. (1) and (26) that in the case when the flow has a plateau, i.e., at \( g_1 \gg \chi_{-a} \), the current emerges as

\[ I = eJ_a \left( \frac{1}{1 + \chi_a / g_1} \right) \left( \frac{1}{1 + \chi_a / \chi_{-b}} \right) \approx \begin{cases} \frac{eJ_a}{1 - \chi_a / g_1} & \text{if } \chi_a \gg g_1, \\ \frac{eJ_a}{1 + \chi_a / \chi_{-b}} & \text{if } g_1 \gg \chi_a. \end{cases} \tag{27} \]
Eq. (27) refers to the case when only a one-way ET is realized through the wire.

Fig. 4 depicts the \( I(V) \)-characteristics for two identical electrodes and a wire with two identical units. In contrast to the case of a five-units wire, cf. Fig. 3(a), we can choose the set of parameters if the current peak is reached at \( V = 2 \text{ eV} \) (the corresponding value for \( N = 5 \) is \( V = 4 \text{ eV} \)). Besides, for \( N = 2 \) the width became much more smaller compared to \( N = 5 \). In Fig. 4, the localization sites of the transferred electron correspond to the position of the terminal atoms contacting the electrode surface (e.g. sulfur or carbon atoms, see the discussion in [36,41,42]) while the remaining part of wire modulates the bridging system. Note that our theory predicts a rather narrow peak in the \( I(V) \)-characteristics. A similar narrow peak has been observed in experiments using a nanopore system doped with molecules which are responsible for a nonvanishing conduction of the nanopore [40].

4. Low temperature current in presence of a magnetic field

In this section we study inelastic ET reactions through a short molecular wire for the case where the wire units contain paramagnetic ions. For an example of such units we refer to metallocorphyrin molecules and metal–ligand compounds [4,48]. In such a case, the specific properties of the paramagnetic ions can come into play if a low temperature region is chosen where the Zeeman splitting of the spin levels in the magnetic field is comparable to the thermal energy \( k_B T \). In [17,18], the particular case has been studied where two nonmagnetic electron localization sites in the wire are connected by a bridging system and just this system contains one or two coupled paramagnetic ions.

Here, we consider the somewhat different situation of a wire with two sites each with a paramagnetic ion. Ligands surrounding the ions create a crystal field which is responsible for the formation of a definite electronic configuration for each ion. The ions are separated by a nonmagnetic bridging system. We restrict ourself to the case where each paramagnetic ion has a “frozen” angular momentum in the ground state so that the ion spin \( S \) and its projection \( M \) represent good quantum number. Additionally, it will be assumed that each ion has a number of electrons in its incompletely filled shell equal to or larger than the number of one-electron states in this shell. As an example, we refer to the ions Mn\(^{2+}\), Fe\(^{3+}\), and Ni\(^{2+}\). The first two ions posses an electronic configuration (in the cubic field) \( t_{2g}^6 e_g^3 \) with the ion spin \( S = 5/2 \) while the electronic configuration of Ni\(^{2+}\) is \( t_{2g}^6 e_g^2 \) with \( S = 1 \). The addition of a single electron changes the above-mentioned configurations into \( d_{xy}^4 t_{2g}^6 \) and \( t_{2g}^6 e_g^3 \), respectively. The corresponding spins become equal to \( S' = 2 \) and \( S' = 1/2 \) [48].

Let us consider the formation of a current at \( V > V_{\text{eq}} \) and at low temperatures. In this case the conditions in Eq. (18) are satisfied in an excellent manner and, correspondingly, only one-way ET proceeds through the wire. Furthermore, we assume that rate for the electrode–site transitions \( \chi_a \) and \( \chi_{-b} \) strongly exceed the forward site to site rate \( g_1 \) and, additionally, \( \chi_{-b} \gg \chi_a \). Such an inequality can become valid even for the case of identical wire units where, e.g. the left and the right spacers, Sp1 and Sp2, have a different atomic structure, cf. insertion in Fig. 5. Bearing in mind the above-given inequalities and utilizing Eq. (27) one derives \( I_{1/2} = I_{-1/2} = I = g_1 \) where \( I_\sigma \) is the partial component of the current corresponding any spin-projection \( \sigma \) of the transferred electron.

If a magnetic field \( \mathbf{h} \) is applied, a discrimination between the two components \( I_{+1/2} \) and \( I_{-1/2} \) takes place and thus \( I_\sigma = eg_1 \). To derive an expression for the total current \( I_{\text{tot}} = \sum_\sigma I_\sigma \) we have to note that the characteristic value of the magnetic energy, \( \mu g h \) (\( \mu_B \) and \( g \) are the Bohr magneton and \( g \)-factor, respectively), is very small compared to the Fermi-level \( E_F \). Hence, the inequality \( \mu_B g h \ll E_F \) indicates that an applied magnetic field has a negligible effect on the electrons in the electrodes [49]. We thus can ignore this magnetic energy. Below we will utilize such a model for an electron–vibration coupling which results in an expression for the forward site to site transition rate similar to that of Eq. (11). The magnetic energy \( \mu_B g h \) is assumed to be small compared with the characteristic vibrational energy \( \hbar \omega_0 \). As a result the
magnetic field dependence of the factor \( \Phi_t \) can safely be neglected.

For the following we will assume that the molecular wire consists of two identical units with identical paramagnetic ions. Furthermore, we set \( S_1 = S_2 = S \) for the spin values of the ions, and provide that the transferred electron can be captured by the paramagnetic ions in the course of the ET through the wire. And finally we suppose that the electronic coupling between the sites occurs via the superexchange mechanism. In this case, the spin dependence of the site to site coupling \( V_{s-s} \), which specifies the parameter \( \omega_0 \), Eq. (13), is given by the well-known expression \( V_{s-s} = V_{s-s}^{0} G_{b_y b_1} V_{1 b_1} \), see e.g. [11,49]. Here \( G_{b_y b_1} \) is the Green function of the bridge of \( N \) units while \( V_{1 b_1} (V_{2 b_y}) \) denotes the coupling between the first (second) paramagnetic ion and the adjacent \( b_1 \)th (\( b_y \)th) bridge unit. The bridge should be a nonmagnetic system and thus only the couplings \( V_{1 b_1} \) and \( V_{2 b_y} \) depend on the spin states of the paramagnetic ions. Noting that the considered paramagnetic ions reduce their spin from \( S \) to \( S - 1/2 \) if an extra electron is captured we can take the expressions for the matrix elements \( V_{1 b_1} \) and \( V_{2 b_y} \) given in [18]. Denoting the spin projection of the reduced ion by \( M'_{1(2)} \) (where \(- (S - 1/2) \leq M'_{1(2)} \leq (S - 1/2)\)) and the spin projection of the nonreduced ion via \( M_{1(2)} \) (where \(- S \leq M_{1(2)} \leq S \)) one derives

\[
V_{s-s} = V_{s-s}^{0} F(\sigma; M_1, M'_2; M'_1, M_2). \tag{28}
\]

Here, \( V_{s-s}^{0} \) is the reduced matrix element which is independent on the spin-projection of the electron and the ions. This dependence is contained in the factor

\[
F(\sigma; M_1, M'_2; M'_1, M_2) = C^{(S-1/2)M'_2}_{1(2)\sigma SM_1} \times C^{(S-1/2)M'_1}_{1(2)\sigma SM'_2} \delta_{\sigma+M'_1\sigma+M'_2, \sigma+M_1 M_2}, \tag{29}
\]

where the \( C^{jM}_{jj'm j'm_2} \) are the Clebsch–Gordon coefficients [50]. The expression (28) allows us to represent the total current as

\[
I_{\text{tot}} = e \sum_{\sigma} g_{1\sigma} \eta(h). \tag{30}
\]

The quantity \( g_{10}^{0} \) is defined by Eq. (11) with the low-temperature expression for the factor \( \Phi_t \), Eq. (21), and with the parameter \( \omega_0 \), Eq. (13), where \( V_{s-s} = V_{s-s}^{0} \). In the low-temperature limit under consideration the main temperature dependence of the current together with the dependence on magnetic field is given by the factor

\[
\eta(h) = \sum_{\sigma} \sum_{M_1 M'_1 M_2 M'_2} W(M'_1, M_2) W(M_1, M'_2) |F(\sigma; M_1, M'_2; M'_1, M_2)|^2. \tag{31}
\]

The quantity \( W(M'_1, M_2) \) defines the weight of the spin states of a pair of paramagnetic ions for the case that the transferred electron is captured by
the first ion. We restrict ourself to the case of fast spin-relaxation within each ion and obtain
\[
W(M'_1, M_2) = Z^{-1} \exp[-E_{\text{mag}}(M'_1, M_2)/k_BT],
\]
\[
Z = \sum_{M'_1 = -(S-1)/2}^{S-1/2} \sum_{M_2 = -S}^{S} \exp[-E_{\text{mag}}(M'_1, M_2)/k_BT],
\]
where \(E_{\text{mag}}(M'_1, M_2)\) is the magnetic energy of the ions. Providing that the frozen angular momentum of the ion is in its ground state, we can omit the spin–orbit interaction in the ground state. This interaction becomes important, however, when an extra electron is captured by the ion. In the simplest case, the spin–orbit interaction leads to a modification of \(g\)-factor as well as to an appearance of a single-ion anisotropy [51]. Below we consider the case of a weak alteration of the \(g\)-factor but take into consideration the contribution caused by the single-ion anisotropy. This allows us to represent the magnetic energy in the form, see also [18],
\[
E_{\text{mag}}(M'_1, M_2) = \mu_{\text{B}} g [h_1 M'_1 + \text{sign}(h_2) h_2 M_2] + K(M'_1)^2,
\]
where \(K > 0\) is the anisotropy constant, and \(h_1\) and \(h_2\) are the magnetic field-strengths acting on the separate paramagnetic ions.

Fig. 5 shows a steplike \(I(V)\)-characteristics depending on the direction of the magnetic fields. The appearance of plateaus can be explained in the following manner. At low temperatures as considered, only a small part of \(E_{\text{mag}}(M'_1, M_2)\) gives the main contribution to the current. If \(K = 0\) the corresponding energy is \(E_{\text{mag}}(M'_1 = -(S - 1/2), M_2 = -S) (h_1 \uparrow\uparrow h_2)\) or \(E_{\text{mag}}(M'_1 = -(S - 1/2), M_2 = S) (h_1 \uparrow h_2)\). Thus, the projections \(M'_1 = -(S - 1/2)\) for the first and \(M_2 = -S(S)\) for the second ion define the predominant ET channels. If a single-ion anisotropy is added (with \(K > 0\)) it gives rise to a magnetic energy as soon as the absolute value of the \(M'_1\)th projection increases. Hence, each plateau reflects the competition between the Zeeman energy and the energy of the single-ion anisotropy. The magnetic field-strength \(h_{\text{switch}}\) at which the plateau with a particular projection \(M'_1\) merges to the plateau with the projection \(M'_1 - 1\) can be derived from the condition \(E_{\text{mag}}(M'_1, M_2 = \pm S) = E_{\text{mag}}(M'_1 - 1, M_2 = \pm S)\) (the signs “+” and “−” indicate the cases \(h_1 \uparrow\uparrow h_2\) and \(h_1 \uparrow h_2\), respectively). This yields
\[
h_{\text{switch}} = K(1 - 2M'_1)/\mu_{\text{B}}g.
\]
This switching field does not depend on the projection of the second ion since its magnetic energy consists of only the Zeeman energy. It follows from condition \(h_{\text{switch}} > 0\) that each plateau is characterized by a definite spin-projection \(M'_1\) from the possible region
\[-1/2 \geq M'_1 \geq -(S - 1/2).
\]
This inequality allows us to determine the number of plateaus which exactly corresponds to the number of negative projections of the \(M'_1\). If we chose \(S = 5/2\) (Mn\(^{2+}\) and Fe\(^{3+}\) paramagnetic ions) we can only observe two plateaus corresponding to the ET channels with \(M'_1 = -1, M_2 = -5/2\) and \(M'_1 = -2, M_2 = -5/2 (h_1 \uparrow h_2)\), or alternatively to ET channels with \(M'_1 = -1, M_2 = +5/2\) and \(M'_1 = -2, M_2 = +5/2 (h_1 \uparrow h_2)\). With increasing temperature, there exists no channel which assumes an appreciable weight to the current different from others; thus the plateaus become smeared out, cf. the dashed lines in Fig. 5.

To understand the strong decrease of the current if the direction of \(h_2\) is changed we refer to the analysis of the saturated currents (last plateaus), \(M'_1 = -2, M_2 = -5/2 (h_1 \uparrow\uparrow h_2)\) and \(M'_1 = -2, M_2 = +5/2 (h_1 \uparrow h_2)\). A detailed inspection of the corresponding Clebsch–Gordon coefficients shows that spin-dependent factor in Eq. (30) simplifies to
\[
\eta(h) = \frac{(2S)^2}{(2S + 1)^2}, (h_1 \uparrow\uparrow h_2),
\]
\[
\eta(h) = \frac{2S}{(2S + 1)^2}, (h_1 \uparrow h_2),
\]
and thus the ratio of the saturated currents is equal to \(2S\). The small current at \(h_1 \uparrow\uparrow h_2\) compared to \(h_1 \uparrow h_2\) can be explained by the fact that the probability to transfer an electron between the ions with parallel spins is somewhat larger than for the transfer between the ions having an opposite spin direction. This behavior is reflected in the different form of the corresponding Clebsch–Gordon coefficients.
5. Conclusions

The focus of the present contribution has been on a detailed study of the $I(V)$ and $I(h)$ characteristics, respectively, of a short molecular wire and for the case where incoherent ET-transfer is responsible for the interelectrode current. The factors which substantially control the current are the polarization effect of the electrodes and the Coulomb repulsion between different transferred electrons. The image forces decrease the LUMO-levels of the wire units and in this manner reduce the gap between the levels of the terminal wire unit and the electrode Fermi-level up to some tenths of eV. For example, in the case of a wire with two units as depicted in Fig. 4 the gap of the isolated wire $\Delta E_0 = 0.76$ eV is reduced to $\Delta E = \Delta E_0 + E^0(x_1) = 0.27$ eV. Just this gap determines the voltage $V = V_{\text{peak}}$ at which the maximal (peak) current is reached.

Moreover, the influence of the Coulomb repulsion between different transferred electrons has been statistically accounted for via the transmission factor $W_0$. It vanishes if only a single wire unit is completely occupied by the transferred electron because such a state is unable to conduct a further excess electron – until the first electron leaves the wire. Just the decreasing part of the (nonlinear) current as shown in Figs. 3 and 4 is originated by $W_0$. The concrete run of the $I(V)$ curve follows from the competition between all single-electron transfer rates, see Fig. 1(a).

In Fig. 4 we showed the important case of a current which has a rather narrow peak in the vicinity $V = V_{\text{peak}} \approx 1.9$ eV. A similar behavior has been observed in the experiments on a molecule which contains a nitroamine redox center [40]. The given explanation for the observed $I(V)$-characteristics are based on quantum-chemical calculations on the electronic energy level structure of the neutral molecule as well as for the presence of a single and two excess electrons in the molecule [42]. According to the obtained decrease of the LUMO-levels related to the presence of a single excess electron a second one should preferably enter the molecule. However, there is a serious problem within such an explanation, because no mechanism which may compensate the Coulomb repulsion between the two excess electrons has been accounted for. In condensed media, however, such a mechanism results from a polarization of the surrounding medium. In the case of ET through a single molecule in a nanopore system, for example, one has to take into consideration not only the polarization of the nanopore itself but of the electrodes as well.

In our approach, the polarization effects substantially reduce the gap between the LUMO-level energies and the Fermi-energy, while the strong Coulomb repulsion blocks the simultaneous presence of two transferred electrons in the wire. This very blocking effect is responsible for the sudden decrease of the current and thus for its peak behavior. Let us estimate a peak value of the current represented in Fig. 4 where $I_{\text{peak}} = 1.5 \times 10^{-7}$ A and $I_r = e\chi_0$ with $\chi_0$ given by Eq. (13). To estimate $\chi_0$ we take $E_F = 5$ eV. The coupling $V_{\text{LUMO}}$ between the terminal unit and the surface atom may strongly vary in dependency on the distance $\delta$ as well as on structural and energetic characteristics of the unit and the surface. For example, the estimations carried out in the Newns–Anderson model indicate [52] that in the case of a $p$-benzene-dithiol wire $V_{\text{LUMO}} \approx 0.25$ eV. For our rough estimations we take $V_{\text{LUMO}} \approx (0.1–0.5)$ eV. It yields $\chi_0 \approx (10^{13}–10^{14})$ s$^{-1}$, and thus $I_{\text{peak}} \approx (0.1–1)$ pA per a single wire. To compare this value with experimental results we take the data of [40]. The measured peak current through a certain area (nanopore) is found to be $I_{\text{peak}}^{\text{area}} = 1.03$ nA, while the common current density is around 53 A/cm$^2$. Therefore, the area may be estimated as $\sim 0.2 \times 10^{-10}$ cm$^2$. Let the contact area which is related to a single conducting molecule amount $(20–30)$ Å$^2$, then the observed current $I_{\text{exp}}^{\text{area}} = 1.03$ nA is caused by $\sim (10^3–10^4)$ molecules, i.e., an experimental peak current through a single molecule occurs at about (0.1–1) pA. This very value for $I_{\text{peak}}$ is consistently predicted by our theory.

For the case of the magnetic field influence on the low-temperature current our discussion has concentrated only on the $I(h)$-characteristics. More extended calculations will be carried out if data on respective low-temperature experiments become available.
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