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Nonadiabatic bridge-assisted electron trandfél) is described by a set of kinetic equations which
simultaneously account for the sequenflapping as well as the superexchange mechanism. The
analysis is based on the introduction of a certain reduced density operator describing a particular set
of electron-vibrational levels of the molecular uniisiteg involved in the transfer act. For the
limiting case of intrasite relaxations proceeding fast compared to intersite transitions a set of rate
equations is obtained. This set describes the time evolution of the electronic site populations and is
valid for bridges with an arbitrary number of units. If the rate constants for the transition from the
bridge to the donor as well as to the acceptor exceed those for the reverse transitions the ET reduces
to a single-exponential process with an effective forward and backward transfer rate. These effective
rates contain a contribution from the sequential and a contribution from the superexchange
mechanisms. A detailed analysis of both mechanisms is given showing their temperature
dependence, their dependence on the number of bridge units, and the influence of the energy gap and
the driving force. It is demonstrated that for integral bridge populations less thah the
complicated bridge-mediated ET reduces to a donor—acceptor ET with an effective overall transfer
rate. This transfer rate contains contributions from the sequential as well as the superexchange
mechanisms, and thus can be used for a quantitative analysis of the efficiency of different electron
pathways. For room-temperature conditions and even at a very small bridge population of
10 *-10 *°the superexchange mechanism is superimposed by the sequential one if the number of
bridge units exceeds 4 or 5. ®001 American Institute of Physic§DOI: 10.1063/1.1404389

I. INTRODUCTION tions in DNA fragment$®2” The energy gap of the reaction
has been determined of about 0.2 eV what is quite enough
The importance of bridging molecular structures for thefor the thermal activation of the sequential ET procésse
observation of long-range electron transf&T) has been the discussion in Ref. 22Apart from the DNA, somewhat
anticipated years agsee the different overviews in Ref).1  older studies concentrated on systems with bridging units
There are numerous contributions which describe ET reaceither connected by conjugated bonds like in polythiophene
tions proceeding via a molecular bridg®) between donor or oligoporphyrin chaind? or with bridging units containing
(D) and acceptofA) redox centergto mention some recent metallic ions, for example as in the repeating structure of the
contributions we refer téRefs. 2—11 or between microelec- compound Mill)Cu(ll)pba3H0-2H,0.28 All theseD-B-A
trodes(see, e.g., Refs. 12-18In many cases the bridge systems are among candidates which could mediate sequen-
induces an effective D—Aor electrode—electrogleeoupling  tial bridge-assisted D—A ETdue to their rather good affinity
via the well-known superexchange mechanism, making longto bond an extra electronlf however the energy gap be-
range ET possible even at low temperatifrés. complex  tween the D and the B amounts about 1 eV the sequential
molecular structures like proteins the concept of the supemnechanism only works at room temperature if the electron to
exchange mechanism has been used to introduce ET pathe transferred has been raised into the donor LUMO level.
ways connecting the D and the A sites.Apart from the  This becomes possible via photoexcitation of the D by an
formation of superexchange couplings the bridging molecuappropriated light quantum or by the reduction of the D with
lar groups in donor—bridge—accepi®—-B—A) systems can a reducing radical R. Accordingly, theD—A—ET proceeds
also mediate different types of thermally activated transferither as a charge separating photo-induced readtion
including the thermal deliver of an electron into extended+DBA—D*BA—D*BA~ or as a pure ET reaction,
bridge state%'®~2?or resulting in sequential hopping from D BA—DBA ™. The first type of reaction is usually realized
bridge unit to bridge unit®-1823-2 via flash photolysis while the second one utilizes pulse radi-
In recent years, the interest in studying distBrtA—ET  olysis.
has been renewed according to the observation of ET reac- Just with these methods a number of experimental re-
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sults on the distant dependency of oligopeptide-mediateédlectronic population of ®—-B—A system. To derive the ker-
long-range D—A ET have been obtair@d® At room tem-  nel of the respective equatiofithe generalized rate expres-
perature, the character of the ET reaction changed when thgong the approach utilizes the so-called Liouville-space rep-
number of proline containing bridging groups reaches 2 andesentation and introduces formal pathways which
up to 4. Several attempts have been undertaken to explacorrespond to the superexchange or the sequential ET
this effect, using a combination of different types of super-mechanism. The pathways give a classification of the various
exchange mechanisms with the inclusion of through-spaceate expressions, but their concrete calculation requires a tre-
through-bond, and through nonbonded interactiee the mendous effort. Existing computations are restricted to a
discussion in Ref. 30 However, a univocal and quantitative D—A complex without and with a single bridge uRf>>3°
explanation could not be presented up to now. Despite the computational difficulties the derived rate ex-

In the present paper we will offer an explanation which pressions are of a very general type. They are determined by
is based on the simultaneous consideration of the supereiie spectral densities which describe the coupling of the
change and the sequential mechanism of D—A ET. A similatransferred electron to the vibrational degrees of freedom and
point of view has been used to understand ET reactions ihich enter the rate expressions beyond any perturbation
the DNA (see Refs. 22, 31, 32But already more than 10 theory. Similar results have been obtained within the spin
years ago one of U€.G.P suggested in Ref. 20 the combi- boson modelsimple D—A complex but using path integral
nation of the superexchange and sequential mechanism téchniques® In the recent papéf the Liouville-space ap-
D—A—-ET. This has been done to explain earlier experimentgproach has been extended t®aB—A system with an arbi-
of Isied and co-workef€ on D—A ET along proline oligo- trary number of bridging units. This became possible by in-
mers with O¢ll) and Cqlll) as the D and A site, respec- troducing the extended basis of B states what results in a
tively. In Ref. 20 it has been noted that the chain-mediatedeparate coupling of the D as well as the A to a single B state
tunneling superexchange ET forms an electron pathway for allowing a treatment similar to that used in Refs. 25, 33. But
numberN of bridging units up to 3 or 4. FAX>4, however, the introduction of the extended B-state basis let become the
this ET mechanisms becomes so inefficient that the activaapproach valid for an arbitrary intersite coupling within
tion mechanism largely exceeds the superexchange one. the B.

These early experiments on which the theoretical studies In an alternative approach to a unifying description of
of Ref. 20 have been focused could only be carried out wittsuperexchange and sequential ET one applies the method of
proline oligomers up to four units. Meanwhile, experimentalthe reduced density matrisee, e.g., Refs. 24, 34, 3This
data on much larger oligomers are available, and thus it is t&ype of description uses the picture of active vibrational co-
challenge to develop the theoretical description in muchordinateqreaction coordinatesvhich are coupled to passive
more detail. We will demonstrate that the data available forcoordinates forming a thermal reservg@ieat bath The den-
larger proline oligomers can be understood as the result dfity matrix defined in the representation of the active electron
the competition between the superexchange and the sequearibrational states is obtained by solving respective equations
tial mechanism of bridge-assisted D—A ET. The correspondef motion617:21:38=42n this manner one may account for
ing energy gap for the thermal activation of the sequentiathe intersite couplindtransfer integralsas well as for the
mechanism in peptide-mediated D—A ET is found to becoupling of the active vibrational coordinates to the elec-
around 0.21 eV which is close to that reported for thetronic levels without any approximation. Indeed, a simulta-
DNA.?2 Note, however, that for a small energy gap of theneous description of sequential and superexchange ET is
order of 0.2-0.3 eV, the influence of the superexchangebtained®® The disadvantage of this approach, however, is
mechanism remains large as well. Consequently, it becomeaslated to the fact that even the restriction to a single reaction
necessary to specify the conditions at which the superexcoordinate desires a numerical solution of the density matrix
change or the sequential mechanism dominates the overalfuations. To treat systems with some 10 reaction coordi-
transfer rate. Therefore, a unified description of all ETnates is practically impossible.
mechanisms will be formulated in this paper based on a com- In the present paper we propose a treatment which ben-
mon set of parametefgnergy gaps, driving forces, intersite efits from both mentioned approaches, the one ending up
couplings, etg. This will enable us to decide on the relative with a Liouville-space classification of intersite ET rates and
importance of both ET mechanisms. Since we have in mindhe other based on a direct solution of the electron-
situations where the sequential ET in the bridge is of thevibrational density matrix in site representation. Our ap-
nonadiabatic type our considerations will differ basically proach will enable us to derive rate equations for the total
from those in Ref. 22, where adiabatic ET in the bridge halectronic level populations of each site of the B—A sys-
been provided. Our attempt for a unified description of nonatem independently on the concrete structure of its site sub-
diabatic D—A ET offers a description of bridges with an ar-levels and the number of bridge units. And, our treatment
bitrary number of units. Therefore, we can explain the al-accounts for a realistic number of reaction coordinates. Since
ready mentioned results on intramolecular D—A ET alongtheir coupling to a thermal reservoir of passive coordinates is
polyproline oligomers?® also considered it becomes possible to introduce a coarse-

A decade ago an attempt to achieve such a unifying degrained description of the ET processes. Just as a conse-
scription has been curried out in Refs. 25 and€S also the quence of the coarse-grained description we can essentially
more recent description in Refs. 22, 34,38 is based on reduce the number of equations ending up with rate equa-
the derivation of a Generalized Master Equation for the totations for the total electronic population of each unit of the
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D—-B-A system. The reduction to rate equations become#. The ET-Hamiltonian
possible since we restrict our approach to those ET systems
where intrasite relaxation is achieved within a characteristics
. ) _ Stat
time 7,; which should be short compared to the characteris
tic time of the ET process;er, i.e., we provide the inequal-

Let |¢,) be the electronic Born—Oppenheimeigen-
esrelated to themth site of theD—B—A system. Since
nonadiabatic ET will be considered, we can provide that the
) overlap between the wave functions related to different sites
ity m andn is small. In such a case it is of some advantage to
Trel<TET. (1)  expand the total Hamiltonian of the ET system with respect

i li3d 44
This relation indicates that on a time scale of the order,gf to these states resulting’irf

electronic population transfer between different sites is

nearly absent. On the contrary complete intrasite relaxation Hp_g-a= >, (SmnHm(Q)

took place before any ET event. This well-known situation mn

which leads to rate equations for the electronic site popula- + (1= Smn) Vil D) | @m){ @nl- 2
tions (see, e.g., Refs. 38—%@s analyzed a new in starting

from basic density matrix equations. Since the characteristitlere, the vibrational Hamiltoniai,,(q) and the transfer
time 7 is typically of the order of 0.1-10 p&Refs. 35, 41  couplingVi,,(q) depend both on the set of vibrational coor-
the theory introduced below is valid for those ET systemsdinatesq which are involved in the ET reactiofactive co-
where the rates do not exceed values 0f14003s 1. Such  ordinate$. There is no need to establish any restriction for
a situation is definitely valid for nonadiabatic bridge- the definition of the active vibrational coordinates. We only

mediated ET where the electronic couplings between neighProvide that all those coordinates which couple strongly to
boring sites are too small to form an electronic band coverthe transferred electron as well as one to another contribute
ing the whole bridge. to this set.

Below we introduce the ET model and derive rate equa-  Despite the given representation where the electronic
tions for the electronic level populations. For a particularStates ¢,) can be understood as diabatic states located at the
relation among the system parameters it will be shown thayarious fragments of the ET system, other interpretations are
the hopp|ng mechanism dominates the Superexchange Or@SSible, too. For example, if the brldglng molecular struc-
even though the population of the bridge by the transferredure is given by a chain of hydrogen bonds, each bridging
electron is very smallof the order of 10%*—10"'°, depend- unit can be described by a single ground and a single excited
ing on the concrete value of the energy gaye consider electronic level corresponding the respective proton location
this as a new result since in such a case of low bridge popuithin the two wells.
lation the standard treatment of bridge mediated nonadiabatic Next, we introduce theigenstate$x,,) andeigenener-

ET exclusively concentrates on the superexchange mechéies Ey, of the HamiltoniarH,,, wherea denotes the set of
nism. vibrational quantum numbers corresponding to the set of ac-

The paper is organized as follows: In Sec. II, the theodive coordinates. Having these vibrational states at hand it is

retical model is discussed and coarse-grained kinetic equ&asy to give a complete expansion of tHe-B-—A-
tions like Pauli's balance equations are derived. In Sec. ll1HamiltonianHp_g_», Ed. (2) with respect to the electron
the nonadiabatic ET through a linear molecular bridge isvibrational states
considered in detail. The competition between the superex-

change and hopping mechanism is analyzed with respect to [ma) =1 Xma)| ¢m)- )

the number of bridge units and the dependence on other pa+js representation using local electronic states is appropri-
rameters of theD—B—A system. Section IV deals with an 4te to carry out the coarse-graining procedure already an-
application of the theory to explain experimental data onygnced in the Introduction. Since the density matrix theory
D—A ET through a bridge formed by proline oligomers. Fi- il be utilized in the following we identify theD—B—A-
nally, some general remarks on the interplay of Seque”tia\]-lamiltonian, Eq.(2) with the active system Hamiltonidfs

and superexchange ET are given in the concluding Sec. V-usually introduced in dissipative quantum dynanit® we

take the representation by means of the states) and get
Il. MODEL AND KINETIC THEORY from Eq. (2),17,34,39

Let us start with the standard model for bridge mediated
ET [cf. Fig. 1(a@)], where the D and A center are intercon-
nected by a linear chain & molecular bridging units. Each \yhere the part
bridging unit as well as the D and the A centers are charac-
terized by a set of local statésia) with corresponding en-
ergiesE,,, where them label the sites of the whole ET HO_% Ema[Ma)(maf, ®)
systemlm=D,1,2,...,N,A, Fig. 1b)]. Such a D—B—Amodel
with each site characterized by several sublevels gives théescribes the electron-vibrational energy levels of the vari-
basic model of distanD—A—ET (see, e.g., Refs. 1, 18, 21, ous fragments. The intersite coupling is contained in
34). In the following we will quote the respective ET-
Hamiltonian _and derive rate _equatlons starting from funda- Vtrzz (1- 5m'n)z VinanglMa)(nB]. (6)
mental density operator relations. mn aB

Hs=Hp_g_a=Ho+ Vg, (4)
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FIG. 1. Linear moleculab—B—A narostructure built up byN bridging units. The interactions between neighboring sites are characterized by pure electronic
off-diagonal couplingsVip, Va1,....Vn-1, Van (8. The ET transitions occur as a result of off-diagonal coupligs . between the energy levels
Ena,~Ema,, related to neighboring sitesandm, (n,m=D,1,2,...N—1A), and as a result of the superexchange coup‘ﬁ;qgD between the separated D

A~ %D

and A(b).

Here, the matrix element¥ . ns={XmalVmnlxng) deter- laxation processes in the D—-B—A system, in particular for

mine the coupling between states belonging to neighboringeaching thermal equilibrium among the vibrational levels of

sites of theD—B—A system[see Fig. 1b)] and thus specify any site. The concrete form of the matrix elements is deter-

the transitions among the sitegUsually one takes the mined by the structure of the nonadiabatic or the derivative

Condon-approximation according to whidh,,ns splits off  coupling matrix(see, e.g., Refs. 44 and &quation(8)

into the pure electronic transfer coupling,, and into the  does not contain diagonal contributions since the local states

Franck—Condon overlap integra(lsma|xnﬁ>.) Ima) are defined with respect to the minimum of the poten-
To incorporate into the description vibrational relaxationtial energy surfac€PES belonging to the levem. To be

of the active coordinates we couple them to a thermal bath afomplete we have to mention that one has to add to the

passive coordinated with coupling Hamiltonian, HamiltonianHg and Vg the bath HamiltoniarHg . But for
the following considerations there is no need to specify this
Vep= D Fr(0,2)| @m){ @ml- 7) Hamiltonian in more detail.
m

After changing to the representation with respect to the elecB. Reduced density matrix theory of ET

tron vibrational states it reads According to the definition of the active system given in

the preceding section we can introduce a related reduced

st% EB (1= 8, p) FUR(Z)|ma)y(mp|. (8 density operator,
The matrix element& () are just a functions of the bath (1) =trg{plD)}, ©)

coordinates and characterize the coupling to the heat bath athere p,,; denotes the density operator of the total system
any site of theD—B—A system. This coupling is off-diagonal given by the active system plus the bath. A trace expression
in the local vibrational statelsy,,) and responsible for re- reducesp to the state-space of the active system. Since all
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vibrational modes which couple strongly to the transferredcharacterize the intrasite relaxation from statey) to state
electron as well as one to another should contribute to thfma’), separated by the transition enerdSi,—Ema’
active system, it is reasonable to assume that the remainingﬁwgz), . In Eq. (12) the bracket---) denotes the thermal
coupling to passive coordinates is weak. This weak-couplingwverage with respect to the equilibrium state of the heat bath.
case enables us to use standard density matrix equations in  The density matrix equatiord1) are appropriate to de-
the second Born approximation with respect to the system+rive coarse-grained kinetic equatio®r the site popula-
bath coupling, Eq(7), what offers a well-established ap- tions) which are valid on a time scal&t>r., 7,. In the
proach(see, for example, Refs. 18, 21, 24, 34).37 following we will motivate this approximatiotisome more

According to the chosen states used to expand the tot@letails can be found in Appendix)AThe coarse-grained
Hamiltonian we introduce the density matrix according to approximation is based on the fundamental inequality

_ and, consequently, is essential for describing long-range

Pmans()=(malp(V)|nf). (10 bridge mediated ET reactions. Inequalify) states that the
Conditions to be fulfilled for a description based on localizedtype of ET considered here takes place on a time saale
states are discussed given in Refs. 17 and 39. In particula¥ 7. This enables us to consider the ET reaction as a trans-
the correct long-time limit is reached if the ET processfer which proceeds on the background of quasiequilibrium
mainly proceeds via isoenergetic intersite transitiodg,  distributions within each bridge unit as well as within the D
~E,z originated by small intersite couplind4.nz [Cf. Fig.  and A centers. Noting the definition of the density matrix,
1(b)]. Just the conditiof,,~E,z guarantees the establish- Eq. (10) one can state that on the time scdl¢> 7, all
ment of a Boltzmann distribution between all energy levelsoff-diagonal matrix elements related to a given siteanish
of the D—B—Asystem when the ET is completed. This fact is while the diagonal matrix elements, i.e., the partial site popu-
well known in the theory of bridge-assisted nonadiabatidationsp,,m.(t) describe a thermal equilibriugBoltzmann
D—A-ET. In themost popular approachéamong them a distribution vs the statelsy,.). Accordingly we can set
guantum version of the Marcus theory of Eefs. 2, 4, 12
and the spin-boson model of ERefs. 36, 46, 4)] the local Pmamg(1) = 04 gW(Enq) Pm(1). (14
energiesk,,, are associated with vibrational levels of the
respective site. Below, it will be assumed that the conditionHere, we introduced the complete electronic site population

Ema~Eng is valid. (integral populatioh

For the present purposes of distdtA—ET it is suffi-
cient to take the density matrix equations in the Markov P (t)= ¢ 15
approximation. This approximation is well justified since the m(t) % Pmamalt). 19

system—bath interaction is characterized by the inequality

T.<7g1, Wherer, denotes the bath correlation tinffer 7z  and the Boltzmann equilibrium distribution functions of site
see above Accordingly the density matrix equations m,

(Redfield-type equationgead (see, also Refs. 17, 34, 38—

40 W(E,,)=exp( — E,, /keT) / S exg—E IksT).
. ) i o’
pmanﬂ(t) =1 wmanﬁpman[g’(t) T % (Vmakgpkgnﬁ(t) (16)
Vv ¢ 1-s Relation(14) displays the main point of the chosen coarse-
~ ViengPmake(t)) = (1= nn) grained description. According to the fast intrasite relaxation,
X (it Tﬁ,gl)Pmanﬁ(t) thg populationSDma(t)Epmama_(t) varies only vi_a an alter-
ation of the total site populationB,(t). If one inserts the
S5 s E (W(m) (t) factorized distribution(14) into Eq.(11) it results in the fol-
m.nZa.p = a—a'Pmama lowing equations for the integral site populatitfor details
. see Appendix A
_Wafﬂapma’ma’(t))- (11)
L . . I : [
The quantitiesr,,; define the inverse lifetime of the state P (t)=— > > (ViakePrema(t) — ViemaPmake(t)-
|ma) and read hia
17
-1_ 2 W(m) (12) . .
Tma™ &~ Voo But these equations have to be completed by equations for
* the off-diagonal density matrix elements, directly obtained
The rates from Eq. (1),
) _ z,w(m), ) b H - -
W(am_w, =e"“anleT Eyn']—mz Pmanﬂ(t) =—[i ®mangt %( Tmi"' Tn,Bl)]pmanB(t)
1 (=  (m) . ) i
_ —iw 7/ a—iHgrh (M) JiHg/fip (M)
_ﬁ J'iwdTe ! aa <e IHp Faa’el B Fa'a> - %% (Vma,kfpk§nﬁ(t)_ka,nﬁpmak§(t))'
(13 (18
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Concentrating on the time region where the ET process take:
place and which is large compared tQ~= ,, We can ne-
glect the time derivative 0py,.ng(t) in comparison to the
first term of the right-hand side. It follows

- V akelt
AEmanB_lrmanB% ( kenpPm kg( )

~VinakePreng(t)), (19

where we changed from the transition frequencies and in-
verse lifetimes to transition energié&E,,ns=% ®mn.ng and
the level broadening mung= (£/2)(Tma+ 73)-

Equationg17) and(19) along with relation14) offer the l
basis for a coarse-grained description of nonadaibatic bridge: ? K// B
K1
K
D L

pmanﬁ(t) =

mediated ET. Closed equations for the site populat®p&) Af \\
K2

are obtained in two steps. First one has to iterate(E9). to AE,
get density matrix elements which are diagonal with respect | \

to the site index. And second one uses an expression like Ec 4E X

(14) (but generalized to the case being also off-diagonal with

respect to the quantum number to replace the density ma- A

trix element by the site populatioR,(t) and the thermal g, 2. scheme of the ET reaction in til=-B—A system with a single
distribution W(E,,). It results an iteration procedure char- bridging unit. All sites have identical vibrational spectra which are repre-
acterized by small parameters like sented by identical parabo(aibrational levels are not shown

|Vman,8| z <1 (20)
AEI'ZnanB—i_Fﬁ’lanB . -

Pa(t)=—(k_2+t k_3)Pa(t)+ k3Pp(t) + k,Pg(l).
Details of the perturbation expansion with respect to this Alt) (-2 3)Pall)+ rsPo(t)+ x2Pe(l)

small parameter are given in Appendix B. In the next sectiorBearing in mind the conservation of probability, E&§19)
we discuss different examples of ET reactions in D—A sys-and the initial conditions

tems with a bridge. Emphasis is put on the interplay of the

sequential and superexchange mechanism. Pp(0)=1, Pa(0)=0, Pg(0)=0, (22

it is possible to derive an exact solution for the three popu-

11l. RESULTS AND DISCUSSION lations under consideration, namely,
In studying the role of the sequentidopping and the aikytdaky 1 Kot kit
. . Ppo(t)= 1- (Kie "2=K,e™ "1
superexchange mechanisms DFA-ET mediated by a KK, K=K,

chain ofN bridging units we will concentrate on interrelation
between the population of the bridge and the way the D—A
ET process takes place. In a first part the case will be dis- Ki—Kz

cqssed_ of a bridge With a s_ingle site. Aft_erwards_ a _bridge 1K e it K e K]
with N identical sites is considered. A detailed derivation of '

[(a;+xq) (e K2t—e Kt

the used rate expressions can be found in Appendix B. ayky+diky 1
. . . . Pa(t)= 1- (K e Kel—K e Kt
A. Bridge with a single unit K1K5 Ki—K,
To have the most simple but nontrivial case of bridge QtKy
mediated ET at hand we start with the discussion of a +m(e Z—e "), (23

D—B—-A system with a single bridge unit as depicted in Fig.

2. Such a system ha_\s been already discgssed in Refs. 25, 39,(t)=1—Pp(t)— Pa(t).

52 to study the efficiency of the sequential and the superex- ] .
Change mechanismsl The Coarse_grained description pra—here appear two OVera” transfer rates Wh|Ch are deﬂned as
posed here enables us to obtain suitable analytic results that 1 —

simplify the analysis oD—A—ET reactions. We notice the K1o=3(as+di+ V(a1 —dp)*+4aydy) (24)
set of kinetic equationéB18) introduced in Appendix B and ith
redefine the rate constants in correspondence to Fig. 2 as
KD(A)—1=K1(2)» K1-D(A)=K-1(-2)» KD(A)—A(D)= K3(-3)- =Kot KT K_3, =Kz~ Kz,

Accordingly we get the following rate equations: (25
d15K1+K_1+K3, dZEK—S_Kl'

I.3 t)=—(k_1+ k3)Pp(t)+ k1 Pg(t)+ k_3PA(t),
o(t) (Kk-1% #3)Po(1) + 2Pyl 3Palt) The general solutiori23) which is characterized by double

PB(t):—(K1+ Kko)Pg(t) + k_1Pp(t)+ x_,P4(1), (21) exponential kinetics can be used to discuss the various re-
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gimes of bridge-assisted ET. If, however, the two rates deviThese rates satisfy inequalit26). Thus, the ET corresponds
ate one from another considerably, i.e., if we have to the kinetic process which can be evaluated by means of
the simplified expression@7) and(29). To have somewhat
Ki>Ka, (26) more concrete rate expressions at hand we use the Marcus
a single-exponential type of kinetics follows. We will con- form of the ET rate, EqgB21) and(B27), which in our case
sider this particular case to motivate the introduction of aread
parametefsee Eq(28)] which is appropriate to compare the

2 2
sequential and the superexchange portion of the complete ET Kl:2_7T |Voe| F{— (AEp—Apg) ,
reaction. Within the time domain 9t<K,! the time- h \JAm\pgkeT 4NppksT
dependence of all three populations is defined via the fast AE
rateK, only [exp(—K,t)=1]. Then, fort>K *, the fast part K_1= K1 exr{ —b
of the kinetic process is finished. Afterwards, WheﬂKl_l kT

starts. For this second kinetic phase one can introduce new ,,=—

but t<K, ! the second much slower part of the kinetics
2 P 2w |Vagl? [{_ (AEA—Np)?

initial conditions formed by the fast part of the kinetics, h A\ pgkeT ApgksT |’
32
Po(+0)=1— L1 p exp{ AE =
=q__-t =3 =k - A
D( ) K1+ P ’ 2 2 kBT
K 27 |Tapl? (AE—\pp)?
Pa(+0)= 2 , (27 K3=—— [ Taol ex;{— DA ,
K1t K2 h JAmhppkgT ANp,_akgT
Pg(+0)= — 2 _ AE
B( )_K1+K2. K_3= K3€X —kB—T.

They are easily derived from E@23) in using expK;t)  The quantities\pa)g and Ap, are the reorganization ener-
=0 and expt-K,t)=1, and in taking into account inequality gies associated with the transitiongAD)—B and D—A, re-
(26). Here, the sign+0 indicates the “slippage” of the initial ~ spectively. The energy gaps between the B unit and the D
conditions. It results the new conditions valid for the secondand A centers are denoted b¥Ep=AEJ, and AE,
type of kinetics wheret>K; . In particular, these initial =AEg,, respectively. And finallyAE=E_, is the driving
conditions define an intermediate population of the B and Aorce of the DA—ET procesgcf. Fig. 2. The effective su-
site with the characteristic ratio, perexchange couplin@,p has been already quoted in Eq.

(B16).
170=Pa(+0)/PA(+0)=x_1/x3. (28) Let us first consider the double-exponential kinetics of

This quantity can be employed as the main parameter chaft€ ET process which is described by Hg3) [the exact
acterizing the mutual relation of the sequential and superesgolution of the coarse-grained kinetic equati¢as)]. Figure
change part of the ET reactigqsee below So, att>K; ! 3 shows that even at rather small energy gags=0.03 eV

the ET process is described by a single exponent only, ~ and AE,=0.08eV, the characteristic overall ratis and
K, as well as the corresponding characteristic tnhﬁ@é and

Pn(t)=(Pp(+0)—Pp())e™ '+ Pp(), K, ! differ strongly. The fast part of the ET process can be
clearly seen if one uses a time scale with a sufficient high
(n=D.AB), (29 resolution[Fig. 3(@)], whereas the slow part is well identified
with K=K,. in choosing a more rough scdlBig. 3(b)]. The fast part of
Next let us consider ®—B—A system where the trans- the kinetics leads to a redistribution of electron populations
ferred electron is mainly located at the D and A site, whilebetween the D, A, and B units. The characteristic property of
the population of the bridge unit remains very small, i.e., wethis fast part is the rise of the B and A population. We can see
will deal with the case where, and, are large compared that for the cases with the mentioned very smeli, and
to the remaining rates. It follows a rather simple form of theAEa, the bridge population reaches the maximeng( +0)
rates ~0.2. [Note that Eq.(27) defines a maximal population of
- the bridging unif] In the slow part of the ET kinetics the
Ki=kit+ Kz, main redistribution of population between the site appears.
(300 And, it is a characteristic property of the slow part that the
~Kky, (a=1,2), bridge population decreases. This slow part is completed if
the steady state populatioRs,(e°) are reached.
and It is necessary to note, however, that both parts of the
D—A ET process can be observed for the very specific con-
K=Ka=k¢+kp, dition of rather small energy gapSEp and AE,. Such a
(31 small gapAE can be realized in systems where the initial
K= reat b Ky=rK_ o+ K-2ka state of the ET reaction follows from photoexcitation of the
K17t K2 K1t K D, while the small gap\ E, corresponds to a reduced A.

1+

Ka= Ka

K1t Ko
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ET process in &—B—A system with a single bridging unisee Fig. 2

Curves are calculated on the basis of the double-exponential rat¢Z3js.

The rate constantg32) are calculated forApg=0.8eV, Apg=1e€V,
Apa=l.4eV, Vgp=0.02eV, V,g=0.01eV, AE,=0.03eV, AE,

=0.08 eV, ankgT=0.025eV.
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T (at AE=0.1eV) (b). The calculations are based on EE@4) with
Aoe=0.8 €V, \ag=18V, Apa=1.4 €V, Vgp=V,5=0.05 eV.

To be comparable with the earlier analysis of Ref. 52 we

will use same parameters for tie-B—A system(the same
energy gaps, reorganization energies, and the same drivi
force). Figure 4 demonstrates that the fast kinetic phase b

SITE OCCUPANCIES

Donor
Acceptor

0.0 0.1 0.2
TIME (us)

FIG. 4. Kinetics of the ET process in-B—A system with a single bridg-

03

0.4

0.5

comes not visiblgeven so the time scale as in Fig. 3 has

en chosen This is due to the fact that fokE;=0.8eV

e bridge population is too smglPg(+0)~10 1°]. But,
even for a smaller gapEp=0.25¢eV, the maximal bridge
population(27) is still of such a low valuePg(+0)~4.5
.10, that one can consider the ET as a process exclusively
taking place between the D and A without the participation
of the B unit. Such a process is described by a single effec-
tive overall transfer rate only. This becomes valid for any
bridge-assisted D—A ET where the maximal bridge popula-
tion does not excee®z~10 3. Consequently, the further
analysis of theD—A—ET will be based on Eq(29).

The single-exponentiadD—A—ET kinetics is character-
ized by the transfer timegr=K ~! where the overall transfer
rate K=K, is given by the sum of the forward, and the
backward,k,, D—A transfer rate, Eq(31). We note two
important circumstances. The first is related to the kinetic
description of the ET process. Equati@@B) shows that all
site populations including the bridge populatiBg(t), vary
with the same transfer rate As far as this statement is also

ing unit (Fig. 2. The curves computed with rate equations based on a,glid in a more general double-exponential description, cf.

double-exponential decay, E(R3), and those based a single-exponential
decay, Eq(29) completely agree. The rate constants 8) are calculated

for Aps=0.8€V, Aag=16€V, Apa=1.46V, Vgp=Vaz=0.05eV, AE,

=0.4eV,AE=0.2eV, andkgT=0.025eV.

Eq. (23), we may conclude that the ET process is nothing but
the redistribution of populations between the sites which par-
ticipate in the ET process. The second circumstance reflects a
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FIG. 6. The scheme of kinetic transitions ifDa-B—A system(vibrational levels are not showrSuperexchange ET only occurs between the separated D and
A centers.

specificity of bridge-assisted DA—ET. Namely, at smallreaction. The factor, in Eg. (33) is the ratio introduced in
bridge population, the forward and the backward transfeiEq. (28). It reflects the relative population weights of the
rates consist of the sum of sequentiabpping and super- bridging and the acceptor sites which have been formed after
exchange rate constantthe latter are denoted by; and  the first fast kinetic phase of tHe—A—ET process. Just this
K_3). factor o mainly determines the relative contribution of the
Despite a small maximal population of the bridge unitsequential and superexchange mechanisms. The quantum

[Pg(+0)~(10 1°~10"%) for the gapAEy in the region yield of the bridge-acceptor ET reaction where the trans-
0.8-0.22 eV it is possible to show that the sequential ferred electron populates the bridgs/en with a small prob-
mechanism can exceed the superexchange one. This impability) and is captured by the A center is described in Eq.
tant fact becomes obvious if we note that in accordance witki33) by the quantityQ. In dependency on the ratio between
Egs.(31) and(32) the backwardk,,, and the overall transfer the bridge-donor and the bridge-acceptor rate constants
rate, K=[1+exp(—AE/kgT)]k;, are expressed via the for- and «,, respectively Q reaches its maximur@=1 (at k;
ward transfer rat&k;. Thus, only this transfer rate will be <k,) as well as its minimumQ=«,/«, (at k;>«,). For
analyzed below. The ratio of the two contributions, Q=1, the parameter, Eq. (33) completely coincides with

the ratio 79, EQ. (28). In this case the ratio between the
, (33) intermediate population®g(+0) and Po(+0), Eg. (27),

completely specifies the relative contribution of the sequen-
can be considered as the quantity which specifies the mutuéibl and the superexchange mechanisms. Generally, accord-
relation between the two different contributions to the ETing to Egs.(32) and(33) we have

|

AERAEA  [Npa p{ 1 {(AEDH\DB)Z (AE—)\DA)ZJ
|V agl? App 4kgT ApB Apa
n= 2
Vg [N B p[ ]
1+ — —exp, —
Vas ApB

Figure 5a) indicates that for a large energy g&§Ep the  demonstrate that a similar efficiency increase of the sequen-
superexchange mechanism is much more effectiggl)  tial ET mechanism can be reached by increasing the number
than the sequential or{see also Ref. 52And, the efficiency  of bridge units.

of the superexchange mechanism is further increased with

the increase of the driving forcRE. But the efficiency of o )

the sequential mechanism can become comparable to the &N bridging units

perexchange ongy=1) at room temperatures and at a rather ~ For a bridge withN units as shown in Fig. 6 set of
small energy gapAEp=0.2eV, Fig. %b)]. Below we will  kinetic equations readsf. Eq. (B18)]

K2

7= 10Q, (QE

Kl+ Ko

. (34)

1 (A ED_)\DB)Z_ (AEaA—Mag)?
AkgT

ApB Mg
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P ()= — (k_1+ Kk3)Pp(t) + k1P1(t) + k_3PA(t), Here, the quantitieZ,, are the partition function of thath
_D e ol A site[compare Eq(16)]. According to the introduction of the
Pi(t)=—(k1+g1)P1(t) + k_1Pp(t) +r,Py(1), complete bridge populatioRg(t), Eq.(B19), the site popu-

) lations can be represented in the form,
Pm(t)=—=(gm+rm)Pm(t)+9m-1Pm-1(t)

N
Z
FmerPrea(t),  (M=23,.N-1), (39 Pr(t)= 7 Pe(t),  Zg= 2 Zn. (40
Pr(t) = = (k2 + 7n) Pa(D) +Gn-1Pr—1F K -2Pa(1), Introducing this expression into the set of E(®5) one ob-
PA(t)=—(K_o+ Kk _3)Pa(t)+ kP (1) + kgPp(t). tains a reduced set similar to that given in E(&l). It is

only necessary to replace the rate constantsand «, by
The rate constantg; andx _, (j=1,2,3) have been already effective rate constants xy,=(Z,/Zg)x; and x,
defined in Eq.32). Furthermore, we s&d,=xny .m+1 and  =(Zy/Zg)k,. For a regular bridgeZ,=2,=---Z) these
r'm=Km_m-1- constants read
For the most general case the analytical solution of Egs.
(35 obtains a very complicated forrffor examples, see
Refs. 48, 49 However, a simple expression can be derived
if the hopping transitions between the bridging sitasth
characteristic timerp,,<7,) are much faster than those be-
tween the D(A) site and the corresponding terminal site of

the bridge. This will be shortly explained in the following. Replacing in the quantitie5) x ;) by x1(2) We may

The mentioned ET regime is reached if all rate constgpts ; . . A

andr,, largely exceed the B—DB—A) rate constantsc see that maximal populatlo_n of thg bridge increases propor-
m ) 1 tionally to the number of bridge units,

(k5,). For a regular bridge where the rate constants between

the B units coincide, i.e.xg=0g1=0,="""=0n_1=I2=TI3 Pg(N,+0)=NPg(+0). (42

=---=ry, the condition for fast hopping across the bridge o . .

(compared to the ET between the terminal B units and the 0i€re, Ps(+0) is given in Eq.(27). At the same time, the

1 1
Y= KL Xo= g K2 (41

Just these rate constaritastead ofx; and «,) specify the
contribution of the sequential mechanism to the formation of
the forward and backward rates, E0).

or A) reads sequential part of the forward and backward transfer rates
(31) does not change its valu¢what follows from
K> K1,K3. B0 x12)/(x1+Xx2) = K1(2)/ (k1+ K2)]. The contribution of the

superexchange mechanismktoandk,, however, decreases
with an increasing number of bridge units. This conclusion
follows from Eq.(B17) for the effective D—A coupling ap .

In the case of a regular bridge it is given by

Let Vg=V -1 be the electronic coupling matrix element
and \g the reorganization energy for the ET between two
(neighboring B units. Since the ET between identical B
units takes place with zero driving force the Marcus form of
the rate reads

2m |V p[ AB}

VagVep N1 Vg
o VAERAE, VAERAE,
K= —7— -
A JamNgkeT 4kgT In line with Eq. (32) the superexchange rate constams,

i ; N-1
If the electronic coupling®s andVpg (Vag) as well as the and «-—3, decrease with the increase Nfas """ If the
respective reorganization energies are comparable, conditici/Perexchange mechanism becomes ineffective compared to
(36) can only be satisfied if the exponential factors specify-the sequential one the main contribution to the overall trans-

ing the ratesc, and k., in Eq. (32) strongly exceed those in fer rate results from the sequential mechanism. Figure 7 dis-
Eq. (37), i.e., we have plays one of the possible peculiar cases. It can be clearly

seen that aN>4 not any pronounced distance dependency
(AEp—Npp)®  (AEa—Nap)? of the transfer rate on the number of bridge units exists. But
' = it is necessary that the limiting stage of the sequential ET is
) - ) _ the transfer process between the terminal bridge units and the
Now, we may introduce an additional coarse-grained descrip;gjacent D and A. The relative contribution of the sequential
tion of the D—A ET bearing in mind the fact that the time 5 the superexchange mechanisms to the overall ET rate are

. -1
scale of the ET process is the order ofr>7o kg™~ given in Fig. 8. This relative contribution is characterized by
Therefore, the ET proceeds on the background of fast hop-

ping processes within the bridg@ote the presence of such n(N)=n¢ 2N-D), (44)
hopping processes although the probability to observe the . . . .
transferred electron at the bridge can be extremely s)naIIWhere the ratio, Eq. (34) refers to a bridge with a single

These fast hopping processes result in a quasiequilibriurﬁ”dg'%g S|te..tr'll' he par?met_etr.:,hare chosenhm such a v;/]ay .that
populations of the bridging sites so that at any titger,, or bridge with a single unit the superexcnange mechanism

the ratio between populations of different bridge units fol_dom|nates for all energy Q?WED>°-3 ev. Comparlng the
lows as various curves shown in Fig. 8 it becomes obvious that for

any given value of the gap the relative efficiency of the se-
PnO)/Py()=2Z,1Z,. (39 quential ET increases substantially with an increasing num-

Tap=Tap(N)= (43

(37

3. (39)

ADB KAB
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FIG. 7. Overall transfer rate of distabt—B—A ET in dependence on the . )
number of bridge units. The particular case is considered where the limiting /G- - Overall transfer rate of distabt-B—A ET in dependence on the
step of sequential ET is connected with the hopping transition betwén D number of bridge units. The particular case is considered where the limiting

and the corresponding terminal units of the bridge. Calculations have beeff€P ©f the sequential ET is the hopping transfer through bridge. Calcula-
done on the basis of Eq¥31)—(43) with Aps=1.3€V, Aag=1.4 eV tions have been done on the basis of a numerical solution of the set of Egs.

Apa=1.86V, Ag=0.1eV, Vpg=Vas=0.02eV, Vg=0.05eV, AE, (35 with rates (32) and (37) and with Apg=0.8eV, A5=0.9¢€V,

06 eV, AE=0.1 eV, anckgT—0.025 eV. Aoa=1.1eV, Ag=05eV, Vp=Vas=0.04eV, Vg=0.leV, AE,
’ ’ =0.3eV,AE=0.3 eV, anckgT=0.025 eV/.

the overall transfer rate with increasimgfollows from the
law K% AN~ valid for hopping ET and presented earlier
in Ref. 50 for long bridges.

ber of bridging units. As a result, iIN>4 the sequential
mechanism dominates even fAEL=0.6 eV.

If inequality (36) is not valid the sequential contribution
K%¢9to the overall transfer ratl = KS"+ K39 depends on
the number of bridge units. A similar situation occurs, for IV. D-A ET VIA POLYPROLINE OLIGOMERS
example when the hopping through the bridge is the limiting  In this section we use the results of the preceding part to
stage of the sequential D—A ET, i.e., when the inequality explain experimental data on the distance dependence of
D—A ET. The used data have been published by Isied and
co-workers in Refs. 29, 30, 51 and are related ©-eB—A
is fulfilled. It is seen from Fig. 8 that again the superex-system with the B formed by polyproline oligomers. (Rl
change mechanism is replaced by the sequential one. But ihd O$ll) have been used as the D while (RL) or Ca(lll)
the case under consideration, the sequential part of the ovegict as the A. The reactant state of the ET has been prepared
all rate depends on the number of bridge unitskK&S%  with radiolysis and flash photolysis technics. In all studied
~N~1. [To be more precise, at a given set of parameters theases the fast decrease of the overall ET rate with increasing
dependence read$**%= (9.5-10°/N)s™*.] The decrease of |ength of the polyproline oligomer is replaced by a much
weaker decrease if the number of proline mononieis the
chain exceeds 3 or 4. Although different suggestions have
been given in Ref. 30 to explain this behavior a univocal
description is missing. Below we will demonstrate that our
AE,=0.3eV P unified approach on superexchange and hopping ET in a

D—B-Asystem is capable to give the correct dependence of
the ET rate on the number of bridging units by using a single
- set of system parameters.

Figure 10 compares respective theoretical results with
experimental data on the ET through an oligoproline D—A
complex {(bpy),Ru(ll)L}-(Pro)yCo(lll )(NH3)5]**. If one
notes the rate dependence Nnas shown in Fig. 10 one
realizes that the superexchange mechanism gives the main
. contribution if N=<3. For N>3, however, the hopping ET
-10 P S A 10 through the polyproline containing bridge governs the D—A

BRIDGE UNITS ET process. For the corresponding activation energy we used
AER=0.21 eV, while the intersite coupling between the pro-
FIG. 8._Relative _contribut_ion of the §equential and the superexchanggine bridging groups is taken a¥z=0.076eV. Note the
mechanisms of bridge-assistea-A-ET in dependency on the number of 0406 Teorganization energy related to the acceptor, i.e.
bridge units at different gapSEp . The curves are calculated in using Egs. ! !
(34 and (44) with Apg=1.3eV, Ass=l4eV, A\pa=18eV, Vg, Map=3.05€V, and\,g=1.8. Such values correspond to the
=V,=0.08eV,Vz=0.12eV,AE=0.1eV, andkgT=0.025 V. observed large inner-sphere reorganization energy for the

K1,K2> Kp (45)

20 4
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from the superexchange and the sequential ET mechanisms.

10 3 ' ' ' ' E Note that within the coarse-grained description the form of
10°4 ) y the forward ks, and the backward,,, transfer rate follows
= o E;Zi;;mem from the general expression for the overall transfer Hte
o 108‘; 3 =K, Egs.(24) and(25). Thus, it is not necessary to intro-
E 107_: ] duce a specific conditioRg(t)=0 for the derivation of the
) transfer rate&; andky as it has been done in Ref. 52.
l&_‘ 10° T=298K 1 If the limiting step of the common hopping process is the
. E ] ET from the OA) site to the corresponding terminal bridge
T 107 \o\ 3 unit the set ofN+2 kinetic Eqgs.(35) describing the ET
% 10 R . . '. process across the bridge, can be reduced to the set of three
] 3 kinetic Egs.(21). The latter possesses an exact analytical
10° . T . T y T g T . solution, Egs(24) and(25). But, even in the case where the

0 2 4 6 8 10

N+ 2 kinetic Egs.(35) cannot be reduced to the simpler set
BRIDGE UNITS

(21) [for example, when the @ )-bridge rate constants are
FIG. 10. Comparision with experimental data for the D-polypropline-A sys- Of the same order than those describing the transitions within
tem[{(bpy),Ru(ll)L}-(Pro),Co(lll )(NH3)s]13" (Ref. 30. Theoretical results  the bridgd or when inequality(45) is fulfilled, the number of
are obtained in using Eqs(32),(39), and (37) with \pz=0.8€V,  coarse-grained kinetic equations+2, is extremely small
Mag=1.8eV, \pa=3.05eV, \g=1.35eV, AE=1.7eV, AEp=0.21eV, - - ;
Vi —0.06 V.V .u—0.07 eV, V.—0.08 &V, andT - 208 K. compared _to the original numt_)er of density matrix _E(qg).
This is an important result which opens a rather simple way
to analyze the influence of temperature, of the bridge length,

Co(lll)—Co(ll) reaction® The driving force of the reaction @nd of various energy parameters including the energy gaps,
is also large AE=1.7 eV), resulting from the chosen type the reorganization energies, the driving force of the ET reac-
of ions, Ryll) as the D and C@ll ) as the A. tion, and others. To this end one has to determine the mutual
Of course, it would be helpful to have more experimen-re|aﬁ0n between the superexchange and sequential mecha-
tal data on the distance dependence of the ET rate to clearism of D—A ET. In the present paper the conditions have
support or reject the sequential mechanism as the dominatifggen clarified for which the nonadiabatic ET through the
one for N>4. Nevertheless, the existing results of Ref. 3oPridge can be really considered as a D-AET, i.e., character-

can be easily explained within our approach. ized by single-exponential kinetics, EQ9) with an overall
transfer rateK=Kk;+k,. Independent on the number of

bridging units we obtained the requirement that the integral
bridge populatior{42) should not exceed 1IG. Such a value
In the present paper we derived an approach which siis reached if the energy gap between the terminal B site and
multaneously accounts for the sequential as well as the suihe adjacent DAEp, is larger than 0.2 eV.
perexchange mechanisms of nonadiabatic bridge-assisted A further interesting result refers to the relative contri-
D-A ET. Such a unified description of both contributions hasbution of the sequential and the superexchange mechanism
been achieved in the framework of a coarse-graining apto the D—A ET. Our detailed studies show that the contribu-
proximation of ET dynamics. The approach is based on dion of these two mechanisms to the overall transfer Kate
reduction of the Generalized Master Equations governing the=k; +k;, substantially depends on the number of bridging
electron vibrational density matrix to a much more simple seunits, on temperature, and on the energetic parameters of the
of Pauli-type rate equations for integral site populatifps D-B-A system. The analytic expressiori84) and (44)
The coarse-grained description is well justified if the characmade it possible to specify, first, the regions where only one
teristic time of intersite relaxation is much smaller than theof the two mechanisms dominates, and, second, where both
time of intersite electron hopping, E(). Such an inequality mechanisms are important. In particular, even iD-aB—A
becomes valid if the intersite electron coupling is small com-system with an energy gapE,>0.5 eV, the superexchange
pared to the width of energy levels belonging the sites and/omechanism can only exceed the sequerthiapping one if
to the energetic distances between neighboring energy levelke bridge has no more than 3 up to 5 bridging ufgfsFigs.
of the sites. The rate Eq&1) and(35) derived in the frame- 7-9). Of course, this conclusion depends on the driving force
work of the coarse-grained description form the basis for am\E but is valid even at room temperatures. But if the number
guantitative analysis of different types of nonadiabatic D—Aof bridging units exceeds the 3 or 5, the sequential mecha-
ET. nism dominates the ET, although the population of the bridge
For the case oD—B—A ET where the rate constants of by the transferred electron may become extremely small
the ET process between the terminal bridge units and thérom Pg~10 ° to Pg~10 ° in correspondence with the
corresponding D and A centefg; and «,) are large com- gap interval fromAEp=0.3eV toAEp=0.8¢eV).
pared to the remaining D and A rate constaf®s, «_», This result indicates that in complicatda-B—A sys-
k3, andk_3), we demonstrated that the complicated ET ki-tems with various ET pathways like in proteins the specifi-
netics reduces to a simple single exponential behavior. Itation of the most effective D—A pathways has to be carried
could be described by E@29), with an overall transfer rate out with taking into consideration the sequential mechanism,
K=k;+ky, Eq.(30). The rateK incorporates contributions too. As a first example, we applied our theory to the descrip-

V. CONCLUSION
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tion of long-rangeD—B—A ET mediated by proline contain- )
ing peptide chain. The sudden change of the measured ET Po(t)=— (|/h)§ kEg (VmakePkemalt)
rate if the number of proline monomers in the chains exceeds
3 up to 5 could be explained qualitatively and quantitatively —ViemaPmake(1)). (A4)
by the transition from a.domlnatlng. superexchange mecha]-.his equation will be further used in Sec. Il B,
nism of ET to a sequential mechanism.

APPENDIX B: DERIVATION OF KINETIC EQUATIONS
. . 1. BMS with a single site
The authors thank J. Jortner for enlightening comments _ g . o .
and I. Kurnikov for fruitful discussions. The support of this ~ The following discussion is devoted to an explanation of
work by the Volkswagen-Stiftung, Germany, priority areathose derivations necessary to obtain the kinetic equations
Intra- and Intermolecular Electron Transfés gratefully ac-  for the site population$(t) in starting from the coarse-
knowledged. grained density matrix Eq$19). To get the essence of the
derivation let us consider B—-B—A system with a single
bridging unit. For the sake of compactness we temporarily
introduce the abbreviationamn=ma, n=ng so that
AEpg=AEp, By’ FDAEFDaDAaAv VDB'EVDaDBaév PpD

In Sec. IIB we already noted that the small intersite—=, aPDA’—pD A ., etc. By noting these abbreviations

couplings result in the inequalityl) which separates two D
basically different time scales one from another. Accor | |
ingly, we can represent any diagonal element of the densit}¢ ComPplete donor population

matrix as a product of slow and fast varying functions 5 ) ('/ﬁ)E 2 v )=V ). 61
p(t)=—( pePep(t) ~ Veppps(l)).
pmama(t): Pm(t)fma(t) (Al) ap ag

The integral site populatio®,(t), Eq. (15) is assumed to The density matrix elements on the right-hand side follow
change(with characteristic timergy) under the influence of from the appropriate specified version of Ef9) which is of

the weak intersite couplingéy,.ng and thus, it can be con- basic importance for the proposed iteration procedure. Bear-
sidered as a slowly varying function. In contrast the intrasitgng in mind the fact that on the time scalet> 7, under
distribution functionf ,,,(t) changes with characteristic time consideration, the property

Trel @nd describes the fast relaxation process within the site.
It follows from Eq. (15) that

APPENDIX A: COARSE-GRAINING APPROXIMATION

g-we obtain from the general E¢17) the equation valid for

Pmm’(t)EPmammaéj(t)

=Pma.ma (1) 0a o =pmu(t) 0 apal
2 fma(=1, (A2) Pmeafien™ Contiy "
@ (m=D,B,A), (B2)

is guaranteed independently on the concrete mechanism of
intersite ET, one gets

and, consequently, the quantity,,(t) has to be considered
as the probability to find siten in a state with energ¥,,, -
Since the integral site populatios,(t) as well as the off-
diagonal elementp ,.(t) do not change on the time scale  pos(t)=pgp(t)
At~ 7, We may concludeP(t) =0 andppake(t) = pnaks(0) v t)— -3 vV t
=0. The latter relation follows from the initial condition — pe(Pes(t) ~ poo( ))_ oA ABPDA( )_ (B3)
which has been set up in such a manner that off-diagonal AEgp+il'gp
density matrix elements does not appear. The substitution & g,pstitution of this expression into E(B1) yields
expressionAl) into Eq.(11) yields

Po(t)= ——E > (lvDBI

Iﬂz (pop(t) — pea(t)

fma(1)= =2 (W™ Frnal1) =W Fmar (1) (A3) " Gz
Inserting concrete expressions for the relaxation rates this +— 2 2 2 [VLV?APAD(U
equations also allows to specify the characteristic titpeof ap ap an (AEgp~IT
intrasite relaxation(see also the examples in Refs. 53)56 VasVan
Whent> 7., the functionf,,,(t) reduces to the equilibrium me(t)] (B4)
distribution W(E,,,,), Eg. (16). Consequently, if one de- BD

scribes the kinetic process on the time sdale> 7, (coarse-  This expression indicates that the first step of the iteration
grained description we have to operate with the equilibrium procedure results in the formation of the sequential ET path-
function f,,,(t> 7o) =W(E,,). Taking this fact into con- way. This is clearly shown by the first term of right-hand side
sideration[along with Eqs.(A2) and (A3)] and substituting of Eq. (B4), since it only contains diagonal elemepigy(t)
the factorized distributiotAl) in Eq. (11), we come to an andpgg(t). The second term, however, is expressed by off-
equation for the integral site population of the form, diagonal density matrix elemengsy(t) andppa(t). To ex-
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press these elements by diagonal ones, it becomes necessary

éTAD|2:%E E

to take further steps in the iteration procedure. First, we not

Eaé(VB’ApDB’(t) —Vpgrpera(t))

poalt)=pap(t) = (B5)

Here, the off-diagonal density matrix elemeniga(t) are
related to the elemenispg(t) and pga(t). Indeed, we need
additional equations for these matrix elements which are, fo
example, of the form

pas(t)=pga(t)

— 24 (Vorepap: (1) —Vas(paa(t) — pgs(t))
AEBA_ | FBA

(B6)

Here, the elementpg(t) are expressed by diagonal ele-
mentspgg(t) andpaa(t) [and off-diagonapap(t)]. Now, by
substituting the relation$B6) and (B3) into Eq. (B4) we

Petrov et al.

VagVepVoe Verat VoeVeaVas'Vep

ap aé
(B9)

These results demonstrate that the second step of the itera-
tion procedure leads to fourth-order expressions with respect
to the intersite couplings. Carrying out the third iteration step
one obtains sixth-order contributions with respect to the
Inter-site couplings. But, in the case of a single bridging unit
this step only generates corrections to the terms already
present in Eq(B8).

As it has been already outlined in earlier discussions
(see, e.g., Refs. 25 and )32 rate equation like Eq(B8)
combines sequential ET given here as a hopping process be-
tween neighboring site and B and an ET reaction con-
necting directly the D and A unit which are separated by the
B unit. This latter contribution is of fourth-order with respect
to the intersite couplings whereas the hopping processes con-

complete the second step of the iteration procedure. This stdpins the off-diagonal matrix eIemen\%D=VDBEVD%BaB

has two effects on EqB4). First, there appear corrections to
the terms proportional to the differengeyp(t) — pgg(t)
which are of fourth order in the intersite couplings. Accord-
ing to the inequality20) which is of basic importance for the
iteration procedure we may omit these corrections. A furthe

result of going up to the second step of the iteration consist

in the appearance of principally new terms in E&§4).
These terms contain the differenpgp(t) —paa(t) and are
generated as follows:

in second order.
To obtain the final form of the kinetic equation for the
D-level population, we utilize Eq14) and obtain

PD(t) =—(kp_pTKkp_a)Pp(t)+ kg_pPg(t) + ka_pPalt).
(B10)

Changing back to the complete notati@ncluding the quan-
tum numberse, B, etc) we get two types of basic rate ex-
pressions, the rate

i ST { VoeVea pro()— VaeVep poa(D)
hag @ | AEgp—iTep ™ AEgp+iTgy ™ om
D B aa BD BD BD BD KDHBZYE > |VDaDBaB|2W(EDaD)L(EDaD_ EBD‘B), (B11)
%'_ DD VogVeaVae' Vep 1 “ B
hapan . AEgpAEga AEpa+ilps and the rate
aj ,(I’B
2m
~ VagVepVoe'Vea 1 KD—»AZWZ > |TAaADaD|2W(EDaD)L(EDaD_ Ea,)- (B12
AEBDAEB’A AEDA_iFDA D “A

X (paa(t) = pop(t)). (B7)

To obtain the final expression we have noted that in the dis

cussed case of D—A ET the electronic gap between the low-

est energy levels of the B and the D site, iAEgD=EBO

—Epg, is much larger than the energetic distance between

the lowest energy levels of the D and the A sitdE?,
=Epo— Eag, as well as between the neighboring energy lev-
els within each D, A, and Bcf. Fig. 1(b)]. For such condi-

tions the direct ET between the D and the A proceeds via

transitions for which AEp__,=Ep —E5 =0 while
ap ap

AEgp>I'gp and AEg,>1"g4 . Noting relation(B7) the rate
Eqg. (B4) reduces to the form

> > [Vogl?

ap ag

Po(t)= - 2 (o)~ pesl)
D P AEéD"‘FéD PpD PBB

[|TAD|2%
AEpaA+Tpa

+2 X

ap  ap

(pDD(t)_pAA(t))] ,

(B8)

where

All other types of transfer rates are obtained in changing the
respective site indices. In Eq811) and (B12) we intro-
duced Lorentzian functions,

i I‘aozbﬁ

w (Eaa_ Ebﬂ)2+ Fgabﬁ .

L(Eax—Epp)= (B13)

The quantity

1 Va,s
|TAQ D,, |2:§E E
A D ag a/B

VDHDBHéVBHB LYAV

+ (B14)

A EBLY‘;DHDA EB[IBAQ/A

introduced in Eq(B12) specifies the square of the effective
superexchange D—A matrix element, which directly couples
the D and the A state.

If the statesD, ), |B,,), and|A, ) refer to the vibra-

tional spectrum of a single electronic state, thdp g
ap g

:VAB<XaA|XaB>! Ve, b, :VBD<XaB|XaD>v where V5 and
B D

Vgp are now the pure electronic couplings WMbeaD(A)|XaB>
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are the overlap integrals between the vibrational wave func-
tions related to localized states of the transferred electron at
the D, B, and A site. If the vibrational energies are small
compared to the above mentioned energy gAE:%D and
AE},, then the superexchange matrix elem@it4) reduces

to the somewhat simpler form,

_(Km—lampm—l(t) + Km+1—>um+1(t))]
— SN[ (Knm At KN 1) Pr(t) = (kA nPa(t)

+kn-1onPh-(D)], (B18)

PA(t)=—(Kka_N+ Ka_p)PA(t) + (K APN()

Ta, 0, = Ta0(Xay Xap) (B15) + kp_aPp(D))].
with the effective pure electronic D—A coupling, The equations guarantee probability conservation
To=—reVen (B16) —§
AD AEAED Pp(t)+Pg(t) +Pa(t) =1, PB(t)=n:1 P.(t)|, (B19

The respective expressions fog_,p and k,_,p follow from
Egs. (B11) and (B12) after substitutingW(Eg ) and
ag

W(EAQA) by W(EDQD). The kinetic equations for the popula-

and the transfer rates between siteand m are given by

2
kn-m=—7 2 2 [Vingna W(Eqo)L(Eng—Emg)  (B20)
tions Pg(t) and P,(t) are derived in the same manner as « B

those forPp(t). with Lorentzian-type functions, EqB13). Note, that forn

=D andm=A (or n=A and m=D) the coupling matrix
elementsV,,5,, have to be replaced by the effective D—A-
coupling, Eq.(B15). Generally, the iteration procedure does
To study the case of a bridge with units one has to not only generates transfer rates which describe hopping pro-
extend the iteration procedure explained in the preceedingesses between neighboring sites of the bridge but also be-
section. As far as the inequalities like EQO) hold for all  tween those with a larger spatial separatioia superex-
bridge units we may use the lowest-order expressions for thehange couplings However, the small energetic distance
sequential hopping terms. Therefore, we restrict ourself iletween different BMS fragment levels let become such con-
the following on second-order contributions with respect totributions of less importance. Such a conclusion can be jus-
the intersite couplings. But, to obtain the superexchange couified by a detailed inspection of the exact solution of the
pling between the D and A centers one has to perfdfm three-site system, E23).
times the iteration steps mentioned in in the foregoing sec-  As already explained the assumption of fast intrasite re-
tion in relation to the treatment of a single bridge unit. In|axation used through out the whole paper results in the en-
particular we are able to derive an expression for the squarergy broadening’,mg. These quantities are contained in
of the effective matrix element which is symmetric with re- the Lorentz-type functiofB13) and, in particular, have to be
spect to the energy gapEQ, (between the bridge unit and accounted for in the case of well separated energy ldgls
the D) and the energy gapES, [between the bridge unit within each siten. If, however, the energy spectrum is dense,
and the B, cf. Eq(B16)]. Of course, such a symmetric ex- i.e., forms a quasicontinuum it is possible to ignore the level
pression can be also derived in the caséNdbridge units.  broadening and change from the LorentZidi&,,,, — Emg) t0
Again, if the state$me) refer to a single electronic state and delta-function 8(E,,,,— Emg). Furthermore, we assume that
a related vibrational manifold an effective electronic D—A- the energie&,,,, correspond to a single electronic level and a

2. BMS with N sites

coupling can be introduced. It is given by E&.15) but now
with
To— VanVan-1"V21Vip
P \/A E(l)DA EgAA EgDA EgA‘ ’ 'AEI%DA ERIA .
NOte,VnanVBan,, VANEVABN' VlDEVBlD .

According to inequalities liké20) the kinetic Eq.(B10)
together with the rate constants given in E¢B11) and

(B17)

(B12) remain valid. But the complete set of kinetic equations

obviously contains contributions off all BMS electronic

set of vibrational statefna). Accordingly, the rate of ex-
pressiongB20) can be written as

2 )
Kn—»m27|vmn| (FOnm- (B21)

Here, we introduced the well-known thermal averaged and
Franck—Condon weighted density of state3

(FC>nm=aEB<xna|xmB>ZW<Ena>5<Em—Emﬁ>. (B22)

populations. Therefore, the complete set of equations read% the vibrational frequencies do not change with the change

lIDD(t) =—(kp_1tKp_a)Pp(t)+(x1_pP1(t)
+ xka_pPa(t))],

Pn(t)=— 8l (k1_.p+ K1 _2)Pa(t) = (kp_1Pp(t)
+ K5 1Po(1)]1= (1= 8 1) (1= 8 )

X[(Kmom-1F Kmom+1) Pm(t)

of the electronic state the (Fgp) can be rewritten in a man-
ner as it has been celebrated many tirse, e.g., Refs. 34,
36, 46, 47. One obtains

+ o
(FC)nm:%J e_iAEnmt/ﬁe_Qnm(t)’ (523)

with the quantities

Downloaded 10 Oct 2001 to 141.20.49.160. Redistribution subject to AIP license or copyright, see http://ojps.aip.org/jcpol/jcpcr.jsp



7122 J. Chem. Phys., Vol. 115, No. 15, 15 October 2001

+ Jnm(w)

Qnm(t) = ZJ :da) —wr[COtf‘(ﬁw/ZkBT)

X (1—coswt)—i sinwt] (B24)

known from the spin-boson model. The functia@s,,, have
been expressed via bath spectral functions,

1
Inml @)= 37 2 Mg ™80 - o), (B25)
which define the various reorganization energies as
@ Jym(w
Nm= 2ﬁf de. (B26)
0 w

In Eq. (B25), the quantitiesms, ws, and Aq"™ are the

effective mass, frequency, and displacements, respectivel
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