
Ultrafast Exciton Motion in Photosynthetic Antenna Systems: The FMO-Complex

Th. Renger and V. May*
Institut für Physik, Humboldt-UniVersität zu Berlin, HausVogteiplatz 5-7,
D-10117 Berlin, Federal Republic of Germany

ReceiVed: NoVember 4, 1997; In Final Form: March 13, 1998

Excitation energy transfer in the Fenna-Matthews-Olson (FMO) photosynthetic antenna complex of
chlorobium tepidum is investigated theoretically. On the basis of a dissipative multiexciton theory, the
numerical simulations reproduce the cw-absorption and, in using the same parameters, the differential absorption
of ultrafast pump-probe experiments. Exciton relaxation processes are included via a coupling to the vibrations
of the protein matrix. In order take into account a delocalized protein-pigment interaction a correlation
radius of the protein vibrations is introduced. The model allows for the study of the temperature dependence
of optical spectra and enables one to utilize exciton relaxation data as a probe for a global-shape estimation
of the spectral density of low-frequency protein vibrations. In fitting the cw-absorption measured at 5 and
107 K, the strength of the exciton-vibrational coupling, the related correlation radius and spectral density,
and the inhomogeneous broadening of the exciton levels are determined anew. The obtained parameters are
used to reproduce 150 fs pump-probe spectra as well as transient anisotropy pumped and probed at different
wavelengths and different temperatures.

I. Introduction

In recent years, ultrafast spectroscopic techniques have been
widely used to study the photosynthetic apparatus of bacteria
as well as that of higher plants. In combining the spectroscopic
analysis with structural data it is possible to reach a deeper
understanding of the functionality in the sub-picosecond time
region of these natural molecular nanostructures.
Most success could be achieved in following the different

steps of charge separation proceeding in the reaction center of
purple bacteria. After the pioneering work of Michel, Huber,
and Deisenhofer in clarifying the molecular structure of the
bacterial reaction center,1 a huge amount of data has been
accumulated. In the last years structural data have been also
offered for the peripheral antenna complexes of the photosystem
II of higher plants (LHC-II)2 and on the antenna complex II of
purple bacteria (LH-II)3, both with a resolution of several
angstroms. The highly symmetric structure of the LH-II
complex is a topic of femtosecond spectroscopy and, in
particular, stimulated a lot of experiments on ultrafast exciton
motion, exciton localization, and exciton relaxation (see, e.g.
ref 4).
But there already exist structural data of a green bacteria

antenna complex for more than 20 years. This complex is
known as the Fenna-Matthews-Olson (FMO) complex.5-7 It
is arranged by protein trimers where every protein monomer
contains seven bacteriochlorophyll (BChl) molecules. The
BChls are more or less uniformly distributed in the protein
matrix at a nearest BChl-BChl distance of about 11 Å. In
contrast to the broad and structurelessQy-absorption of the
LH-II, the absorption of the FMO-complex shows substructures
reflecting delocalized electronic singlet excitations of the various
BChls. As in other antenna complexes, these excitations can
be described within a Frenkel-exciton model since any charge
transfer among different chromophores is absent. This standard
exciton concept has been applied by Pearlstein and Lu,8,9 and
recently by Gu¨len10 and Louwe et al.11 to study the linear optical

response measured in ordinary absorption and also in circular
and linear dichroism experiments. The protein environment has
been taken into account 2-fold. First the BChl transition
energies (so-called site energies) are assumed to be shifted due
to a different binding site in the protein, and second there is an
inhomogeneous distribution of BChl energies at the same site
in different FMO monomers. Here we want to present an
extension of the standard approach and take into account also
the homogeneous spectrum, (i.e., dynamical fluctuations of the
BChl site energies).
The distinguishable structures in the cw-absorption and their

alternation with temperature favors the FMO-complex to study
details of excitation energy (exciton) relaxation. In particular,
one can expect to obtain data on some details of the protein
vibrations. Since the coupling to these vibrations is not too
strong relaxation mainly proceeds via transitions among the
exciton levels accompanied by the emission or absorption of
singlevibrational quanta of the protein (the medium the BChls
are embedded in). In this manner one can probe the spectral
density of the protein vibrations (density of states combined
with the distribution of the exciton-vibrational coupling
constants).
Related pump-probe experiments in the femtosecond-time

region have been carried out recently by Freiberg and co-
workers12 and in the groups of Aartsma13 and Struve.14 By
exciting an upper level in the manifold of (single-)exciton states,
one can detect by a second probe beam tuned to a lower lying
exciton state how relaxation appears among the different levels.
It is typical for the studied sub-picosecond time region that
coherences among different exciton levels have to be considered.
Appropriate simulations can be carried out within the dissipative
multiexciton model.15,16

The measurements in refs 12 and 14 are based on the FMO-
complex of Chlorobium tepidum which differs from that of
Prosthecochloris aestuarii. Hence, it is necessary to adjust all
ingredients (BChl excitation energies and inter-BChl couplings)
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for the simulation of the data in refs 12 and 14. This has been
achieved in fitting cw-absorption spectra from ref 12.
In utilizing the dissipative multiexciton theory, we chose a

way which enables us to describe the electronic (excitonic) states
in a satisfactory manner but also allows to account for the
coupling to the many vibrational modes present in such
pigment-protein complexes. More sophisticated quantum
chemical techniques to determine the electronic structure of an
antenna complex cause huge numerical efforts, and less can be
done to include vibrational modulations of the electronic spectra
and interstate couplings (see, e.g., ref 17).
Our approach starts with a simple model for the electronic

spectra of the various BChls including the ground state S0 and
the first excited singlet state S1(Qy). Since the coupling among
those BChls is weak which belong to different monomers of
the FMO trimer it suffices to concentrate on the seven BChls
of a single monomer. This is a good approximation in particular
for femtosecond pump-probe spectra. However, to interpret
these types of spectra transitions from the single-exciton states
to higher excited states have to be included. The next higher
excited states following the single-exciton states are reached
via a simultaneous excitations of two BChls leading to the
formation of the two-exciton manifold. Alternatively, a higher
lying singlet state Snmay be excited. All these excitations are
coupled via Coulomb forces. According to the smallest
interpigment distance of about 11 Å, Coulomb forces can be
described in the approximation of interacting point dipoles.
The delocalization of these excitations is caused by the

dipole-dipole coupling and results in the formation of multi-
exciton states.15,16,18-26 There may exist different manifolds,
every manifold is characterized by the number of excitations
in the complex and splits off into the various exciton levels. In
the present case we haveNmol ) 7 BChls in the protein monomer
of the FMO-complex. For example, this results inNmol ) 7
exciton levels in the single-exciton manifold, and inNmol(Nmol

+ 1)/2 ) 28 exciton levels in the two-exciton manifold. The
two-exciton manifold and probably higher exciton-manifolds
come into play if nonlinear optical experiments are carried out
(compare refs 24 and 26).
The electronic levels of a single BChl as well as the electronic

coupling among different BChls are modulated by intramolecu-
lar vibrations as well as by the huge amount of vibrational
degrees of freedom of the protein matrix. The very slow protein
motions, with vibrational periods much larger than any char-
acteristic time of the exciton system, can be accounted for by
introducing static disorder (inhomogeneous broadening). The
faster low frequency protein vibrations as well as the high
frequency intramolecular vibrations are considered as forming
a heat bath with temperatureT which couples to the electronic
degrees of freedom. For the FMO-complex this coupling is
thought of to be relatively weak, and not any observation of
vibrational coherences has been reported. Hence, a perturba-
tional treatment seems to be appropriate. Such a model easily
allows for the description of electronic excitation energy
dissipation. Emitting or absorbing vibrational quanta of ap-
propriate energy the exciton may jump to neighboring levels.
How probable such processes are depends on the manner the
excitonic transition energy fits the range where the spectral
density of the vibrations is sufficient large.
In the following section we shortly review the dissipative

multiexciton approach (details can be found in ref 16) and
specify it to the protein monomer of the FMO-complex of
Chlorobium tepidum. The results of simulating the cw-

absorption, pump-probe spectra, and the transient anisotropy
are explained in detail in section III.

II. Model and Simulation Technique

A. The Hamiltonian. To obtain a Hamiltonian, which
allows for the formation of multiexciton states and includes the
coupling to vibrational degrees of freedom, let us start with an
expansion with respect to the adiabatic electronic states. These
are denoted asæjp ≡ |jp〉 and belong to a single BChl molecule
j at positionRj. For the present purposes it suffices that the
electronic quantum numbersp comprise the electronic (singlet)
ground-state S0, the S1-state, and a higher excited singlet state
Sn. The last one is only characterized by its transition energy
which should roughly be equal to that for the transition from
the ground state to the S1-state. The basic Hamiltonian obtained
in this manner reads

The first contribution contains the vibrational HamiltonianHjp

) T(Q) + Ujp(Q) whereQ ) {Qê} denotes the set of intra- as
well as intermolecular vibrational coordinates. According to
the complex structure of the antenna system this set cannot be
specified in more detail. Instead, we will introduce later on an
alternative quantity the spectral density of the vibrational modes,
which allows for a description of the coupling of these modes
to the excitons. Such a use of a vibrational spectral density is
based on the concept of normal modes for the protein environ-
ment (see, for example, ref 16). Accordingly, we identify the
Qwith these normal modes and have to use parabolic potential
energy surfaces (PES)Ujp(Q) ) Ejp - ∆Ejp + ∑êpωê(Qê -
Qê
(jp))2/4 for them. Ejp is the excitation energy of the electronic

state |p〉 and ∆Ejp ) ∑êpωêQê
(jp)2/4 denotes the polarization

energy (polaron shift) defined by the dimensionless displacement
Qê
(jp) of the PES. Furthermore,ωê is the vibrational frequency

of modeê.
Details of the geometry of the FMO antenna complex enter

the third term of eq 1 which gives the Coulomb interaction
between BChl atRi and BChl atRj. Taking the point-dipole
approximation it readsĴij ) µ̂iµ̂j/|Rij|3 - 3(µ̂iRij)(µ̂jRij)/|Rij|5.
The dipole operator includes transitions from S0 to S1 and from
S1 to Sn µ̂j ) dj(S0 f S1)|jS1><jS0| + dj(S1 f Sn)|jSn〉〈jS1| +
hc. Finally, the fourth term in eq 1) denotes the coupling to
the electric field of the external laser pulses which contains in
the pump-probe configuration the pump (pu) and the probe
(pr) contribution

The carrier waves of the two pulses are characterized by their
wave vectorsks and their frequenciesΩs. The directions of
the linear polarization of the pulses are given by the unity vectors
es, and the pulse envelopes are denoted byEs(t). Since the
wavelength in the visible region is long compared to the
extension of an antenna system, the position vectorsRj of the
BChls have been replaced by a single quantityR labeling the
whole complex.
For the treatment of the ultrafast exciton dynamics in

chromophore complexes like the FMO-complex one can choose
a representation using single BChl states or delocalized multi-
exciton states (eigenstates of the complex). In any case, it is
necessary to formulate all rate-expression governing the dis-
sipation in these eigenstates (compare also refs 15, 16, and 27).

H ) ∑
j,p

Hjp(Q)|jp〉〈jp| + 1/2∑
i,j

Ĵij - ∑
j

µ̂j E(R, t) (1)

E(R, t) ) ∑
s)pu,pr

esEs(t) exp{i(ksR - Ωst)} + cc (2)
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Only in this case the correct time asymptotics are obtained which
lead to a thermal equilibrium population of the exciton states.
Therefore, it is most appropriate to expand the Hamiltonian with
respect to the delocalized exciton states. Since all states have
to be distinguished with respect to the number of excited BChl
we arrange the Hamiltonian eq 1 in such a manner to indicate
explicitly the presence of a single excitation in the antenna
complex, the presence of two excitations, and so on. A single
excitation appears after light absorption in the visible region
and is of the amount of the transition energy from the ground
to the S1-state. The state of two of such excitations present at
different BChl molecules may become degenerated with the state
of a single BChl excited into the Sn-state.
B. Multiexciton States. For every type of excitations one

can define delocalized exciton states. Besides the ground state
|0〉 one obtains multiexciton states|nN〉 with energy spectrum
εnN. Here,n counts the number of excitations present in the
complex (the number of excitons) andN is the quantum number
of the internal state within thisn-exciton manifold. These
multiexciton states are defined as eigenstates of the exciton part
of Hamiltonian eq 1

The expansion of this quantity using itseigenstatesreads

This exciton Hamiltonian can be calculated if structural data of
the antenna system are available as well as the magnitudes of
the various excitation energies and transition dipole moments.
In the case of Prosthecochloris aestuarii for which the FMO-
complex has been originally resolved these data are at hand.
For the structural somewhat different complex of Chlorobium
Tepidum we fit the cw-absorption spectra of ref 12 to adjust
our theoretical model.
The exciton Hamiltonian eq 4 does not depend on any

vibrational degree of freedom, what has been indicated in eq 3
by the dependence of the dipole-dipole coupling on a reference
distanceRij

(0) between the interacting BChls.
To get the multiexciton expansion of the Hamiltonian eq 1

we use the completeness relation 1) ∑n,N|nN〉〈nN|. It follows

Before explaining the first part of this Hamiltonian in more detail
we note thatHvib describes the vibrational dynamics at the
reference configuration of the antenna complex defined for the
case at which any electronic excitation is absent (state|0〉). All
terms characterizing transitions among different exciton mani-
folds (optical excitation and deexcitation) are collected in the
last term of eq 5,H(mn). Transitions within a givenn-exciton
manifold are contained inH(n)(M,N) ) δM,NεnN + ∑êpωê

gê
(n)(M,N)Qê. The diagonal part gives the energy spectrumεnN,
whereas the off-diagonal part follows from the exciton-
vibrational coupling. gê

(n)(M,N) is originated by the linear
electron-vibrational coupling defined via the displacement
Qê
(jp) of the BChl PES and a linear expansion of the dipole-

dipole coupling with respect to the variousQê. Furthermore, a
transformation of both expansions into the delocalized multi-

exciton representation is necessary. In contrast to the energy
spectrum, the vibrational spectrum and the exciton-vibrational
coupling constantsgê

(n)(M,N) are completely unknown for both
types of FMO-complexes. They will be defined in an indirect
way via reasonable assumptions with respect to the spectral
density of the protein vibrations. However, there exists a
resonance Raman study of the high-frequency vibrations of the
BChls embedded in the FMO complex.28 Some of these
intramolecular vibrational modes in the low-frequency region
might influence the exciton relaxation in the FMO-complex
especially for larger energetic differences within the exciton
manifold as they occur for instance in a direct relaxation from
the blue edge of the manifold to the bottom. But for smaller
energies the spectral density of the protein vibrations should
better fit the energetic range of exciton relaxation. In principle,
both cases localized as well as delocalized vibrations of the
environment are taken into account by the introduction of a
correlation radius of the vibrations as we will see below. The
value of the correlation radius will be fitted to the experiment.
From this it can be decided whether exciton relaxation is
governed by delocalized protein vibrations or localized BChl
vibrations.
C. Dissipative Dynamics.The optical spectra measured on

the FMO antenna complex are mainly influenced by transitions
among the various electronic states of the coupled BChl
molecules. Although vibrational coherences, in particular those
induced by the protein matrix, have been observed at other
complexes, nothing is known on such phenomena for the present
system. Hence, it suffices to choose a theoretical description
which considers all vibrational degrees of freedom of the protein
environment as a passive system, only accepting and dissipating
electronic excitation energy. Dissipative quantum dynamics
gives the conceptual framework to deal with this type of system.
Therefore, we identify the protein environment as a thermal
reservoir and the various (delocalized) exciton states as the
active (relevant) system.
The method of our choice is the density matrix approach

based on the reduced density matrix (RDM) of the multiexciton
system. To have a compact notation we abbreviated the
multiexciton states|nN〉 by |ν〉 and get the RDM asFµν(t).
Starting from the time-dependent statistical operator of the whole
exciton-vibrational system the RDM is obtained via a trace
operation with respect to the vibrational degrees of freedom.
In the following we provide that the RDM obeys the multiex-
citon variant of the multilevel Redfield equation.29,30 Its
dissipative part reduced to the so-called secular terms31 reads

The Redfield tensor splits off into energy relaxation and (pure)
dephasing rates, given asRµfκ andR̃µν, respectively. Since the
exciton levels within a given manifold are supposed to lie not
equally spaced, the so-called coherence transfer terms32 do not
contribute here. The energy relaxation rates are obtained as

wheren(ω) is the Bose-Einstein distribution, andJ denotes
the spectral density.J is the crucial quantity, which governs
the relaxation of excitons. Since the frequency dependence of
this quantity is hardly obtainable an ansatz will be used for

Hex ) ∑
i,p

Ejp|jp〉〈jp| + 1

2
∑
i,j

Ĵij(Rij
(0)) (3)

Hex ) ∑
n,N

εnN|nN〉〈nN| (4)

H ) H(0)|0〉〈0| + ∑
n>0

∑
M,N

H(n)(M,N)|nM〉〈nN| + Hvib +

∑
m,n

H(mn) (5) ( ∂
∂t

Fµν)|diss) 2δµν(∑
κ

RκfµFκκ - ∑
κ

Rµfκ Fµµ) -

(1- δµν) (∑
κ

[Rµfκ + Rνfκ] + R̃µν) Fµν (6)

Rµfν ) (1+ n(ωmMN)) J(mMN,mMN,ωmMN) +
n(-ωmMN) J(mMN,mMN;-ωmMN) (7)
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reproducing the measured data. To remain sufficient simple
and to keep the number of fit parameters as small as possible,
we neglect a possible modulation of the dipole-dipole interac-
tion by the protein environment. Hence the exciton-vibrational
coupling is caused by the environment induced modulation of
the energy levels of the seven BChls only. As already outlined,
this coupling is characterized by the displacementsQê

(jp) of the
PES of BChlj in the electronic statep. A transformation of
this coupling into the basis of delocalized exciton states defines
the spectral density in the exciton representation. In the case
of the one-exciton manifold, which is of main interest for the
following, we obtain

The ci(1M) term denotes theith component of theMth one-
exciton eigenvector, and the two-site spectral density reads as
Jij
(1)(ω) ) 1/4∑êωê

2Qê
(iS1)Qê

(jS1)δ(ω - ωê). If every pigment
couples to localized vibrations only, the two-site spectral density
would become proportional toδij (that is, it would equal zero
if different BChls are considered). On the contrary, if all
vibrations are completely delocalized with respect to the protein
matrix, Jij

(1) should only weakly depend oni and j. Since for
the considered system it seems reasonable to assume the
existence of localized as well as delocalized vibrations, we
propose the following ansatz

which interpolates between the two limiting cases. The quantity
Rc can be interpreted as a correlation radius of the exciton
vibrational interaction. It determines how the modulation of
the site energies of different BChls are correlated via protein
vibrations. In the limitRc f 0, these vibrations should be
identified with intramolecular vibrations of the BChls. For the
remaining single-molecule spectral density we tested three
different forms which qualitatively differ in their high energetic
tail. Throughout the simulations we tried short, medium and
long tails described by exp(-ω2/ωc

2), exp(-ω/ωc) and 1/(ω2 +
ωc
2), respectively. For all three types a satisfying fit of the

temperature-dependent linear absorption could be obtained.
However, from the investigation of the exciton dynamics it could
be concluded that the medium tail spectral density gives the
best characterization of the exciton vibrational coupling. The
full single-molecule spectral density used with medium tail reads

wherepG determines the integral strength andωc gives the
position of the maximum. For the coupling of the higher excited
Sn states to the protein environment, we assumeQê

(jSn) ) η
Qê
(jS1) (In the simulation of pump-probe spectra for simplicity

η ) 1 is taken.). In this way the related relaxation rates can be
traced back also onJmol(S1,ω) and we obtain for the related
spectral density governing exciton relaxation in the two-exciton

manifold

Here the coefficientcij(2M) of the two-exciton state|2M〉
describes fori ) j how the Sn-state of theith BChl contributes
to the two-exciton state, and fori * j the contribution from the
simultaneously excited BChlsi andj in the S1 state is considered.
Pure dephasing processes are only of some importance for

the line width of the lowest exciton level. Nevertheless, we
shortly offer a microscopic picture for them. To do this, one
has to include intoH(n)(M,N) contributions quadratic with
respect to the vibrational degrees of freedom.25,30 Neglecting
again any contribution from the inter-BChl coupling we
introduce the on-site coupling constantkê(jp). In this way we
obtain, for example, for the dephasing rate of coherences
between the ground state|0〉 and the single-exciton state|1N〉

where φ1(T) ) ∑êkê(S1)(1 + 2n(ωê)) and φ2(T) ) 4∑ê

kê
2(S1)n(ωê)(1 + n(ωê)). Note that we assumed an indepen-
dence ofφ1(T) andφ2(T) on the BChl index.
D. The Nonlinear Optical Response.As already outlined

in some foregoing papers,25,26 it is of technical advantage in
determining the ultrafast optical response if the density matrix
is expanded with respect to the carrier waves of the external
pump and probe fields (compare also ref 22). We write

The appearance of the vectorR indicates that the dynamics of
a single complex positioned atR is concerned. To calculate
the macroscopic polarizationP(R,t), which determines the
optical signal, it is necessary to sum up the expectation values
of the dipole operatorµ̂ ) ∑Rµ̂(R) of all complexes contained
in the probe volume.
There are two main advantages of the expansion 13. First,

the expansion enables one to extract from the overall light-
induced polarization wave the particular partP01(R,t) )
e01P(01)(t) expi(kprR- Ωprt) (with npu) 0,npr ) 1) which travels
in probe-pulse direction. This contribution is needed to
calculate the related time-integrated absorption signal of the
probe-pulse measured in a pump-probe setup which is given
as33

The second advantage of the expansion 13 concerns the
numerical solution of the RDM equations. Since only the
envelopes of the external fields enter these equations, any fast
oscillation with the optical periodsΩpu

-1 or Ωpr
-1 is absent,

making their numerical solution more stable. For the numerical
computations, the field envelopesEpu(t) andEpr(t) are taken as
real functions of Gaussian shape.

J (2MN,2MN;ω) ) ∑
i>j,k>l

cij(2M)cij(2N)ckl(2M)ckl(2N) ×

[Jik
(1)(ω) + Jil

(1)(ω) + Jjk
(1)(ω) + Jjl

(1)(ω)] +

2η∑
i,k>l

cii(2M)cii(2N)ckl(2M)ckl(2N) [Jik
(1)(ω) + Jil

(1)(ω)] +

η2∑
i,j

cii(2M)cii(2N)cjj(2M)cjj(2N) Jij
(1)(ω) (11)

R̃1n0∑
ij

ci
2(1N)cj

2(1N)φ1
2(T) +

∑ijci
2(1N)cj

2(1N)exp(-Rij/Rc)φ2(T) (12)

Fµν(t) ) ∑
npu,npr)-∞

∞

σµν
(npu,npr)(t) exp{i ∑

s)pu,pr
ns(ksR - Ωst)}

(13)

Stot ) 2Ωpr(epre01)∫dt Im{Epr(t)P
(0,1)*( t)} (14)

J(1MN,1MN;ω) ) ∑
ij

ci(1M)ci(1N)cj(1M)cj(1N)Jij
(1)(ω)

(8)

Jij
(1)(ω) ) e-Rij /Rc Jmol(S1,ω) (9)

Jmol(S1,ω) ) pG
ω
ωc
2
e-ω/ωc (10)
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The equations of motion for the expansion coefficients of
the RDM read

The equations already take notice of the fact that the total dipole
operatorµ̂ of the antenna complex has only off-diagonal matrix
elements with respect to the quantum number of the exciton
manifolds. Hence, due to the action of the pump and probe
field, neighboring exciton manifolds are coupled and the
numbersnpu andnpr are changed also. In general, we therefore
get an infinite set of coupled differential equations. However,
as discussed at length in ref 26 the relationnpu + npr ) m- n
among the different indices characterizingσµ)(mM)ν)(nN)

(npu,npr) holds
if the rotating wave approximation has been invoked.
Since the probe pulse acts only weakly we include the probe

field strength up to a linear approximation (i.e.,npr is limited
to the values{-1,0,1}). Thus, the set of differential equations
is closed becausenpu is determined bynpr and the exciton
quantum numbersmandn. For the latter and in the case of an
arbitrary strong pump-pulse we have to include their full range
(i.e., in the considered casem andn could take values from 0
(ground state) up to 7 for the 7-exciton manifold). In the
following we will restrict ourselves to low pump intensities
where exciton-exciton annihilation, which gives nonradiative
transitions between higher exciton manifolds,24 can be neglected.
In this low-intensity case it is sufficient to take into account
the one-exciton manifold plus a possible polarization between
the one and the two-exciton manifold. This restriction is
equivalent to an approach based on the third-order nonlinear
susceptibility (ø(3)-theory, see, e.g., ref 19 and 22). Hence,m
andn are restricted to{0,1,2}.
We should mention here that an inclusion of non-radiative

transitions between the two and the one-exciton manifold (IC
process) could lead to an additional broadening of the excited-
state absorption. However, to the best of our knowledge, besides
a picosecond pump-probe study34 on the FMO-complex of
Prosthecochloris aestuarii, there is no experimental estimation
of the IC-coupling constant in the femtosecond region. For
clarity, we omit the introduction of a further parameter and
neglect IC processes. In the case of the LHC-II we were able
to estimate this constant from a fit of the intensity dependence
of pump-probe spectra.24,26 Therefore, similar femtosecond
experiments on the FMO-complex would be very helpful to
clarify the role of nonradiative transitions and, following from
this, of exciton-exciton annihilation.

III. Results

A. Linear Absorption. We start with the investigation of
the linear optical response of FMO monomers in the frequency
domain and simulate in the following the linear absorption
measured by Freiberg et al.12 on the FMO complex of chloro-
bium tepidum in dependence on temperature. This calculation
goes one step further than standard approaches. These neglect
dynamic disorder and take into account static disorder by an
inhomogeneous broadening of excitonδ-shaped, so-called stick

spectra which are obtained after diagonalizingHex (eq 3). Here
we have in mind a calculation of realistic homogeneous spectra
which are then also convoluted with an inhomogeneous
distribution function. Concerning static disorder it is most
adequate to introduce an inhomogeneous distribution of site
energies and diagonalizeHex for many different realizations of
disorder. But such an approach would be numerically too time-
consuming here because much effort is necessary to optimize
the microscopic parameters which will be specified below. In
a recent paper,35 the appropriate treatment of static disorder was
investigated for the linear absorption and circular dichroism of
the FMO-complex of Prosthecochloris aestuarii. From this study
we have learned that the error by convoluting the stick spectra
instead of a random generation of site energies is in ordinary
linear absorption neglectable but for the circular dichroism
spectra remarkable. Since we expect our spectra to be
broadened partly homogeneously, we may well expect the error
caused by the present treatment of static disorder even smaller
than in ref 35.
Another advantage of the calculation of homogeneous spectra

lies in the fact that this enables us to study also the temperature
dependence of optical spectra. In this way we hope to extract
from the simulations in the frequency domain the parameters
of the protein dynamics which influence exciton relaxation. The
obtained set of parameters will be tested afterwards in the time
domain by fitting ultrafast pump probe spectra measured on
chlorobium tepidum.
Since this FMO-complex has a microscopic structure slightly

different from that of Prosthecochloris aestuarii, which has been
treated within the standard model, another reason for a
recalculation of the linear absorption is to achieve a fine-tuning
of the parameters determining the exciton spectrum.
To get the desired exciton spectrum we start with the

microscopic data of chlorobium tepidum7 and determine the
intermolecular Coulomb interactions between the pigments
within the point dipole approximation (see the foregoing
section). The directions ofQy dipole moments were taken along
theNI - NIII axis of the BChls which correspond to theNB-ND

axis in the Brookhaven Protein Data Bank nomenclature.
Besides the known geometry the two crucial quantities entering
the calculation of the interactions between pigments are theQy

dipole strength of the BChls and the relative dielectric constant
εr of the protein environment. In a recent paper11 on optical
steady-state spectra of the FMO-complex of Prosthecochloris
aestuarii a screening of the Coulomb interaction by 1/εr has
been taken into account and forεr ) 2.4 the best simulations
have been obtained. However, as it has been brought into
discussion in ref 36, in addition to the screening one has to
consider also local field corrections of the dipole moments what
gives altogether a correction factor of 1/εr ((εr + 2)/3)2. Thus
for εr ) 2.4 the Coulomb interaction would be reduced only by
a factor 0.9. We follow36 and takeεr ) 1. In comparison to
monomeric BChla in solution, for which for instance in acetone
a Qy dipole strength of 41 D2 was measured,37 it is assumed
that due to the protein environment in the FMO-complex the
Qy transitions of the BChls exhibit an increased dipole strength
(at the expense of other transitions in the four orbital model).
Values between 50 and 70 D2 (see for instance the references
cited in ref 11) are commonly used. Here we will take a dipole
strength of 51 D2 which is close to the value 50.8 D2 suggested
by Fenna.8 In Table 1 the resulting Coulomb interactions for
FMO-monomers of chlorobium tepidum in point-dipole ap-
proximation are listed.

∂

∂t
σµν
(npu,npr) ) -i(ωµν - npuΩpu - nprΩpr)σµν

(npu,npr) +

i

p
∑
K

Epu(t){〈µ̂|µ̂|m+ 1K〉 σm+1Kν
(npu+1,npr) -

〈n- 1K|µ̂|ν〉σµn-1K
(npu+1,npr) + 〈µ|µ̂|m- 1K〉 σm-1Kν

(npu- 1,npr) -

〈n+ 1K|µ̂|ν〉 σµn+1K
(npu-1,npr)} + {puT pr} +

∂

∂t
(σµν

(npu,npr))|diss (15)
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In order to determine the linear absorption spectra the external
field (eq 2) is reduced to a cw-excitation with a weak probe
beam with frequencyΩ and amplitudeEΩ. SinceEΩ is time-
independent, the expansion coefficientsσ(npr) of the RDM are
time independent, too. Following from this, the equations of
motion (eq 15) are reduced to a set of algebraic equations which
have to be solved in the limit of weak excitation. Hence, there
is no depopulation of the ground state (i.e., we haveF00(t))1).
The linear absorption can be easily deduced from the

frequency dispersed signalStot(Ω) ) 2ΩIm〈E*ΩP*Ω
(1)〉orient of

Stot (eq 14). Here,〈...〉orient denotes an orientational averaging,
andPΩ

(1) is the envelope of the light-induced polarization wave
traveling in the probe-pulse direction. It is obtained from the
RDM asPΩ

(1) ) ∑Nd1N0σ1N0
(npr)1). The dipole matrix element for

the optical transition from the ground state to theNth single-
exciton state readsd1N0 ) 〈1N|∑jµ̂j|0〉. As a result, the
absorption coefficient is obtained as a superposition of seven
Lorentzians corresponding to the seven possible single-exciton
transitions i.e.,R(Ω) ) ∑NA1N(Ω - ω1N0). The single line
follows as (nFMO is the volume density of the complexes)

The exciton line widthsγ1N/2 are given by the (temperature
dependent) energy relaxation and the pure dephasing rates as
γ1N/2 ) ∑MR1Nf1M + R̃1N0. Finally, to take into account static
disorder we assume a Gaussian distribution functionf(ω1N0 -
ωj 1N0). It broadens the exciton levelsωj 1N0 which correspond
to a reference configuration. The introduction of a single
distribution for all seven exciton transitions has been done to
restrict the fit parameters to an acceptable amount. The
measured linear absorption spectrumR(Ω) then follows as a
sum of convolutionsR(Ω) ) ∑N∫dω1N0f(ω1N0 - ωj 1N0)A1N(Ω
- ω1N0).
Besides the site energiesEjS1, together with the mutual

Coulomb interaction among the BChls, the inhomogeneous line
width σinh, the spectral densityJmol(S1,ω) and the correlation
radiusRc of the BChl-protein coupling will influence the shape
of the spectra. According to this approach, there are 11 free
parameters determining the linear absorption spectrum, namely
the seven site energiesEjS1, the inhomogeneous widthσinh, and
the parameterspG, ωc, andRc characterizing the pigment-
protein coupling (compare eqs 9 and 10). To find the optimal
parameter set, a standard Simplex optimization algorithm38 has
been used. This procedure was applied to search for the
minimum of the mean-square discrepancy between the experi-
mental and the theoretical spectra. The program has been
written in such a way that the best possible simultaneous fit of
the linear absorption at two different temperatures (5 and 107
K) is found. In this way we avoid to introduce additional
temperature dependence via a temperature dependence of the

fit parameters. Now, temperature only enters via the homoge-
neous line widthsγ1N. In Figure 1 the experimental spectra at
5 and at 107 K are shown in comparison to the theoretical
spectra obtained with the optimized set of site energies given
in the second row of Table 2. In addition, the homogeneous
spectra are also shown as thin lines. The obtained homogeneous
line widths of the different transitions|0〉 f |1N〉 depend on
the exciton quantum numberN as well as on temperature
(compare Table 3). At 5 K, the transition to the lowest exciton
level occurring at 825.6 nm exhibits the smallest line width,
because at this temperature no energy transfer occurs to higher
exciton states. The homogeneous line width of this transition
is determined by the pure dephasing which has been chosen
independent of temperature and small compared to the linear
electron-vibrational coupling constant (i.e., small with respect

TABLE 1: Calculated Dipole-Dipole Interactions in
FMO-Monomers of Chlorobium tepidumin Units of cm-1.
Used Dipole Strength for theQy Transition of the BChls
|dS0fS1|2 ) 51 D2

BChl 2 3 4 5 6 7

1 -187 11 -9 11 -14 -7
2 49 14 3 23 1
3 -111 -1 -16 32
4 -122 -33 -101
5 164 -4
6 53

Figure 1. Linear absorption at different temperatures. The calculated
spectra for the optimized parameter set (see text and 2nd row of Table
2) are drawn as thick lines. Thin lines show the calculated homogeneous
spectra (i.e., before convoluting with a Gaussian distribution function).
The points represent the experimental values measured by Freiberg et
al.12

TABLE 2: Optimized Site Energies EjS1 of the Seven BChls
(j ) 1...7) in the FMO-Monomers of Chlorobium Tepidum
(This Work) and of the FMO-Monomers of Prosthecochloris
aestuarii from Former Works. The Abbreviations OKT and
PS Refer to Two Different Sample Preparations

EjS1 [eV]

BChl this work ref 11 ref 10 ref 9 (OKT) ref 9 (PS)

1 1.589 1.527 1.542 1.580 1.556
2 1.538 1.542 1.545 1.553 1.537
3 1.508 1.504 1.540 1.548 1.518
4 1.551 1.527 1.538 1.543 1.534
5 1.549 1.558 1.535 1.550 1.589
6 1.541 1.544 1.520 1.527 1.532
7 1.557 1.541 1.544 1.508 1.555

TABLE 3: Single-Exciton Energies E1N, Dipole Strength of
the Related Transitions from the Ground State in Units of
the Qy Dipole Strengths of the BChls, and Temperature
Dependent Homogeneous Line Widthsγ1N(T ) 5 and 107 K)
of the Single-Exciton Levels

N ε1N [eV (nm)]
|d1N0|2
[51 D2]

γ1N(T) 5 K)
[cm-1]

γ1N(T) 107 K)
[cm-1]

1 1.502 (825.6) 0.53 0.59 1.58
2 1.520 (815.4) 1.23 5.23 20.42
3 1.531 (810.1) 1.27 29.47 43.11
4 1.544 (803.2) 2.57 32.66 56.05
5 1.558 (795.8) 0.69 75.58 98.93
6 1.580 (784.7) 0.08 42.72 46.72
7 1.598 (775.6) 0.62 0.92 0.97

A1N(Ω - ω1N0) ) 2πΩ
pc

nFMO|d1N0|2
γ1N

(Ω - ω1N0)
2 + (γ1N/2)

2

(16)
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to the integral strengthpG of the spectral density). Therefore
we usepφ1

2) 0.1 meV andφ2 ) 0.
At higher temperatures upward energy transfer from the

lowest exciton state occurs and a broadening of this line as well
as the other lines appears. This becomes obvious for the
absorption spectrum at 107 K. Looking on the measured spectra
there seems to be a temperature-dependent redistribution of
oscillator strength between the two absorption peaks at 815 and
803 nm. However, the spectra calculated without inhomoge-
neous broadening demonstrate that this observation is related
to the temperature dependent broadening of an intermediate
transition occurring at 810 nm. Since this excitation lies
energetically slightly closer to the low energetic absorption
maximum at 815 nm the latter is risen relative to the other
maximum at 803 nm by the broadening.
As a general trend we observe for the homogeneous line

widths an increase with increasing quantum number of the one-
exciton state (one exception is the highest one-exciton
statescompare also Table 3). Moving to higher energies, the
absorption is thus determined more and more by homogeneous
broadening. This is determined by both the spectral density
and the correlation radius of the exciton vibrational coupling.
From our fit routine an optimal correlation radiusRc ) 21 Å
was determined. This value is in the order of the extension of
the whole FMO-monomer what can be understood as a proof
for the existence of delocalized exciton vibrational interaction.
Thus we can identify the vibrations which are responsible for
exciton relaxation with vibrations of the protein body the
pigments are embedded in. However, in addition to the protein
vibrations it might be worth taking into account also low-
frequency parts of localized BChl vibrations. This would open
new dissipation channels especially for higher energies as they
occur for instance in a relaxation from the top of the one-exciton
manifold directly to the bottom. This would broaden the optical
transition to the highest one-exciton state and should improve
the simulation especially for short wavelengths. We will leave
this for future work and concentrate here on the relaxation from
the states energetically at the maximum of the absorption at
803 nm to the bottom of the manifold at 825 nm.
Transitions among the different exciton states and thus the

homogeneous broadening are determined by the spectral density
of the pigment-protein coupling. In Figure 2 the spectral

density is shown, characterized by two parameters which were
obtained from the optimization procedure aspG ) 5.0 meV
for the integral coupling strength andpωc ) 4.6 meV (37 cm-1)
for the peak position of the spectral density. The latter is in
nice agreement with hole burning studies on the FMO-complex
of Prosthecochloris aestuarii,39 where a mean frequency of low-
frequency protein vibrations of 30 cm-1 was found. The
optimized inhomogeneous width of 101 cm-1, however, is much
larger than the 20 cm-1 estimated in ref 39. But in general,
values around 70 cm-1 are common in photosynthetic antenna
complexes.
Also drawn in Figure 2 are the transition frequenciesω1MN

between nearest-neighbor exciton levels (ω1MM-1, thin vertical
lines) and between next but one levels (ω1MM-2, longer lines).
Since the value of the spectral density at the frequencies of the
transitions between the exciton states within one manifold
determines the exciton relaxation rates, the shape of the spectral
density gives a rough view on exciton relaxation. From Figure
2 we can conclude that the excitons preferably relax step by
step down the ladder of exciton states. But also a relaxation
between next but one neighboring states is possible but with
lower probability, since the spectral density is smaller for the
related transition energies. This may explain why the high
energetic transitions are broadened stronger than the low-
energetic ones. Simply there are more possible states to relax
to what shortens the lifetime and broadens the level.
To illustrate this relaxation the density matrix has been

propagated in the absence of external fields, for a temperature
of 20 K and an artificially generated initial excitation. Since it
will be important for the pump-probe spectra discussed in the
next section we assume for simplicity that at time zero all
occupation probability is in the fourth one-exciton state (i.e.,
F1414(t ) 0) ) 1). In Figure 3 the exciton dynamics is shown.
As it could be concluded already from the spectral density, the
exciton relaxes step by step down to the bottom of the manifold,
which is reached after about 2 ps. Also we see a relaxation
between next but neighboring levels, for instance between|14〉
and |12〉. In the next section the dynamics of exciton will be
studied under realistic excitation conditions.
We want to finish our investigations in the frequency domain

by comparing different approaches for the calculation of linear
absorption. In particular we will see how important a realistic
model for the homogeneous absorption lines of the FMO-
complex is. In Figure 4 the approach of this work is compared
with a case for which the homogeneous line width has been
neglected (dashed line) and with another simulation in our model

Figure 2. Spectral density of the pigment-protein coupling according
to eq 10 with optimized parameterspG ) 5.0 meV andpωc ) 4.6
meV (37 cm-1). As vertical lines the position of those exciton transition
frequencies are labeled, at which the spectral density enters the exciton
dynamics. Short lines represent energetic differences between neighbor-
ing (i.e., 11-12, 12-13, ..., 16-17) one-exciton states. Longer lines
are positioned at the energy differences between the next but one
neighboring levels (i.e., 11-13, 12-14, ..., 15-17).

Figure 3. Relaxation in the single-exciton band, calculated for an initial
population of the fourth exciton state,F1414(t ) 0) ) 1, using the
parameters of the linear absorption fit.
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but assuming localized vibrations (i.e.,Rc f 0 (long dashed
line)). Especially at a shorter wavelength (λ < 815 nm), where
the homogeneous broadening is strong, there are considerable
deviations from our approach which go in opposite directions
for the two alternative cases considered here. One may conclude
from this that taking a smaller correlation radius of the exciton-
vibrational interaction increases the homogeneous line width
and therefore should accelerate exciton relaxation.
We summarize that both points (i) taking into account

dynamic disorder and (ii) the introduction of a correlation radius
for the vibrations proofed to be important for the interpretation
of the measured linear absorption and its temperature depen-
dence. If we look again at Table 2 where besides our optimized
site energies of the FMO monomers of Chlorobium tepidum
the determined site energies of Prosthecochloris aestuarii from
former studies are also shown, we see that, in spite of the
precisely known microscopic structure, very different results
have been obtained. Clearly this indicates the difficulties in
modeling such a complex system.
B. Pump-Probe Signal. Next, we demonstrate that the

parameters obtained from the fit of the linear absorption can be
also used to simulate ultrafast pump-probe spectra. To do this,
we concentrate on the measurements of Freiberg et al.12 carried
out at the FMO-complex of Chlorobium tepidum. To simulate
these measurements it is necessary to fix two additional
parameters which concern the higher excited BChlSn states.
From nonlinear measurements on BChl in solution,40 it is known
that the monomeric excited-state absorption is located around
100 cm-1 to the blue of the S0 f S1 transition. We also take
this value in our calculations what reduces the number of
additional parameters to one namely the dipole momentdj(S1
f Sn) ) ejdS1fSn of the intramolecular excited state absorption,
where the unit vectorej gives the direction of the dipole moment
of the BChl at sitej and we have taken the same dipole strength
for all BChls. For simplicity we assume also that these dipole
moments are parallel to theQy dipole moment of the BChls
(i.e.,dj(S1 f Sn) ) dS1fSn/dS0fS1dj(S0 f S1). The ratio of the
magnitude of dipole momentsdS1fSn/dS0fS1 will be fitted in the
calculation of pump-probe spectra. Since all the other
parameters were fixed before we are able to study the role of
intramolecular excited-state absorption for the nonlinear optical
response of the FMO complex.
To determine the differential absorption measured in a pump-

probe setup, it is necessary to start from the following relation

Here, Stot(Epu, Epr, τ) is the time-integrated absorption signal
of a weak probe-pulse centered at a delayτ after the action of
a strong pump pulse (see eq 14). Stot(Epu ) 0,Epr) denotes the
linear absorption measured by the probe pulse alone. An
orientational averaging with respect to all possible orientations
(of the isolated FMO-complexes dissolved in solution) has been
incorporated into the definition of both quantities. Here, this
averaging has been carried out numerically. The pump and the
probe-field polarization are taken at the magic angle (54.7°).
In accordance with the experiment, both pulses have a pulse
width (fwhm) of 150 fs, and the pump pulse acts at 803 nm.
The dynamics of the system is probed by the weak probe-
pulse at 803, 815, and at 825 nm where the exciton states|14〉,
|12〉, and |11〉, respectively, are located. According to the
intermediate strength of inhomogeneous broadening we neglect
this effect in determining the pump-probe spectra.
In Figure 5 the calculated spectra are shown in comparison

to the experimental signals. The computations reproduce the
behavior of the measured spectra very well. For short delay
times and for all probe wavelengths the differential absorption
signal falls on a femtosecond time scale reflecting the pump
pulse-induced ground-state bleaching and stimulated emission.
This is followed by a 500 fs rise of the probe pulse signal at
803 nm, a 2 psrise at 815 nm, and a 2 psdecrease forλpr )
826 nm. To see how these signals correlate with the relaxation
of excitons in Figure 6 the (orientational averaged) level
populations of one-exciton states are shown. Due to the finite
width of the pump pulse it is energetically broad enough to
excite besides the resonant transition to the state|14〉 also partly
the states|13〉 and |12〉. However, from a comparison to the
case of an artificially created excitation of|14〉 as it was
investigated in the end of last section (see Figure 3), we see
that there is a relaxation|14〉 f |12〉 already on the time scale
of the pump pulse width. This explains the slightly delayed
femtosecond decrease of the probe signals at 815 nm after the
signal at 803 nm which instantaneously follows the pump pulse
(The deviations between experimental data and simulations for
negative delay times may be caused by different pulse shapes).
Stimulated emission from the lowest exciton state at 826 nm
occurs due to exciton relaxation into this state. This relaxation
takes about 2 ps as it can be seen in Figure 6 in full agreement
with the 2 ps fall of the probe pulse signal at 826 nm in Figure
5. Moreover the 500 fs rise time of the 803 nm signal and the
2 ps rise of the 815 nm signal directly correlate to the
depopulation of the exciton levels|14〉 and |12〉, respectively,
reflecting the decay of stimulated emission from these levels.
After about 3 ps the pump-probe signal becomes quasi
stationary for all probe wavelengths, indicating that the relax-
ation within the one-exciton manifold is finished.
However, the pump-probe signal is also influenced by

excited state absorption between the one- and the two-exciton
manifold. This contribution to the optical response of the
aggregate proofs to be sensitive to intramolecular excited-state
absorption of the BChls as will be shown now. In Figure 7 the
pump-probe signal for the optimal ratio of dipole moments
dS1fSn/dS0fS1 ) 0.5, which was used to simulate the pump probe
signal in Figure 5, is shown together with simulations for dipole
moment ratios of 0.25 and 0.75. The latter two clearly differ
from the first what enables us to state that it is possible to extract
this intramolecular parameter of the BChl embedded in the FMO
protein from our simulation. Note that all the other parameters
were fixed already from the simulation of linear absorption.

Figure 4. Simulation of the linear absorption at 5 K using different
approaches and the parameter set of Figure 1. Solid line: same as in
Figure 1. Dashed line: standard approach (i.e., neglecting the homog-
enous line widths). Long dashed line: present approach but assuming
localized exciton-vibrational coupling (i.e.,Rc f 0).

∆R
R0

)
Stot(Epu, Epr, τ) - Stot(Epu ) 0,Epr)

Stot(Epu ) 0,Epr)
(17)
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As in the case of linear absorption also the temperature
dependence of pump-probe spectra can be described within
our approach as it is shown in Figure 8 for the simulation of a
two color pump probe experiment from ref 12 atT) 20 K and
T) 160 K. As in Figure 5 the pump pulse acts at 803 nm, and
the exciton relaxation is probed at the bottom of the one-exciton
manifold atλpr ) 825 nm. With increasing temperature, exciton
relaxation gets faster, resulting in a steeper decline of the signal
at 160 K, where the stationary value is reached after 1 ps
whereas it takes 2 ps at 20 K. Since at higher temperatures
higher one exciton states are thermally populated after relax-
ation, excited-state absorption starting from these states to the
two-exciton manifold rises the stationary value of the pump-
probe signal.
C. Anisotropy of the Pump-Probe Spectra. Since the

vector character of the external field has been taken into account,
we can calculate the anisotropy of the pump-probe signal
defined as

Here, ∆R| (∆R⊥) is the differential absorption for parallel

(perpendicular) polarized pump and probe pulses, andτ denotes
the delay between the pulses. Of particular interest is the value
of the anisotropy at zero delay, which takes the value 0.4 for
randomly orientated isolated two-level systems. In the case of
a multilevel system this initial value of the anisotropy may
become larger than 0.4. A multilevel system may be created,
for instance, by the interaction between two-level systems as
considered in ref 41, or simply it might be represented by a
molecule having two optically allowed transitions with different
polarizations. The latter was investigated for degenerated
excited levels in ref 42 and for the case in which the molecule
exhibits excited state absorption between the first and a higher
excited state in ref 43. Considering the FMO-complex, we have
a mixture of all the above-mentioned cases. There are several
different polarized transitions between the ground state and the
one-exciton manifold, and excited state absorption to higher
exciton manifolds may take place also.
In a recent study by Savhikin et al.14 the transient anisotropy

was measured at 19 K on trimers of Chlorobium tepidum and
presented together with simulations of the initial anisotropyr(0).
However, since there were no parameters available the authors
used the site energies and Coulomb interactions determined for
Prosthecochloris aestuariiin ref 9 (see Table 2 (OKT)) for their
simulations. We are now in the position to remove this
inconsistency by taking our parameters from the fit of the linear

Figure 5. Simulation of the 15 K two-color pump-probe experiments
of Freiberg et al.12 (curves with circles) at a pump wavelength of 803
nm and for different probe wavelengths. Solid curve:λpr ) 803 nm.
Dashed curve:λpr ) 815 nm. Long dashed curve:λpr ) 826 nm.

Figure 6. Level population in the one-exciton manifold after excitation
with a 150 fs pump pulse acting atλpu) 803 nm. Excitation corresponds
to that taken in the measurements of the ultrafast pump probe spectra
(Figure 5).

r(τ) )
∆R| - ∆R⊥

∆R| + 2∆R⊥
(18)

Figure 7. Variation of ultrafast pump-probe spectra of Figure 5 with
changing intramolecular excited state absorption,dS1fSn/dS0fS1 ) 0.25
(left), 0.5 (middle), and 0.75 (right).

Figure 8. Two-color pump-probe spectra at two different tempera-
tures. Pump wavelength at 803 nm, probe wavelength at 825 nm.
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absorption and the isotropic pump-probe spectra of Chlorobium
tepidum from the previous sections. (Note that also intramo-
lecular excited state absorption is taken into account.) More-
over, since we consider dynamic fluctuations of the BChl
energies, it is possible to look also on the time evolution of the
anisotropy and we may ask how this can be explained by the
relaxation of excitons. In Figure 9 the anisotropy is shown
together with the pump probe signals for a pump wavelength
at 815 nm andλpr ) 825 nm. The pump-probe curves obtained
with parallel and perpendicular polarizations of pump and probe
pulse very nicely resemble the experimental data, and also, the
resulting anisotropy is in very good agreement with the
experiment. Strong variations of the anisotropy for negative
delay times and overlapping pump and probe pulses are caused
by coherent processes as discussed in detail for three level
systems in ref 43. For positive delay times the theoretical and
experimental anisotropy remain essentially constant at≈-0.1.
However, a closer look at the theoretical curve reveals a low
amplitude oscillation of the signal for delay times< 1000 fs.
The period of this oscillation is about 220 fs what corresponds
to an energetic difference 2πp/220 fs≈ 19 meV occurring
between the two lowest exciton states at 815 and 826 nm. Due
to the finite pulse width (fwhm) 150 fs) the pump pulse acting
at 815 nm is spectrally broad enough to excite also the lowest
exciton state directly however with much lower probability. Due
to this coherent excitation, a quantum beating of the stimulated
emission starting from these two levels modulates the anisotropy
with a time constant that corresponds to the energy difference
of the two involved transitions. Because of dephasing intro-
duced here by the relaxation of excitons the pump pulse induced
coherences will be destroyed and the quantum beats in the
anisotropy disappear.
Shifting the pump pulse energetically between the two states

should increase the spectral overlap to the lowest state and
therefore increase the effect. In fact in ref 14 it was mentioned
that changing the pump wavelength leads to strong oscillations
of the measured anisotropy.44 Moreover the experimental ob-
served oscillations are dominated also by a 220 fs period. This

is a further nice proof of the capability of our approach and it
may justify the neglect of inhomogeneous broadening as done
her for the calculation of the pump-probe spectra. If the
inhomogeneous broadening were strong it would lead to a
destructive interference of the quantum beats, thus the latter
should not be observable.
Finally we want to see how exciton relaxation manifests in

the one color anisotropy pumped and probed at 815 nm. The
simulation are shown together with the experimental data of
ref 14 in Figure 10. In contrast to the two-color case, now the
pump-probe spectra only qualitatively fit the experiment. In
agreement with the experiment we obtain also a femtosecond
decrease of the signals for parallel and perpendicular polarized
pump and probe pulse and a following 2 ps rise to stationary
values. The latter, however, differ remarkable from the
experimental values. It is astonishing, therefore, that the
resulting anisotropy fits well the experimental finding (i.e.,
starting atr(0) ) 0.35 followed by a fs decrease we see that
exciton relaxation manifests itself in the 2 ps rise of the
anisotropy, which afterwards reaches its stationary value of
≈0.36.

IV. Conclusions

A dissipative multiexciton model has been introduced which
is capable for a consistent description of experiments on
oligomer photosynthetic antenna systems in the frequency and
in the time domain. Details of the exciton relaxation within
the single- and the two-exciton band could be described in using
a particular type of protein spectral density. This quantity
combines the density of states of the protein vibrations and the
distribution of coupling strength to the multiexciton system.
Models for the spectral density which account for localized as
well as delocalized vibrations in the antenna system have been
discussed.
The approach could be successfully applied to the FMO-

complex of chlorobium tepidum. We reproduced the temper-
ature dependence of the linear absorption and could simulate
ultrafast pump-probe spectra together with the transient ani-

Figure 9. Two-color anisotropy at 19 K, pump wavelength at 815
nm, probe wavelength at 825 nm. Top: Measured pump probe signals
for parallel (squares) and perpendicular (circles) polarized pump and
probe pulses in comparison to the theoretical curves (full lines).
Bottom: resulting anisotropy. Experimental data: circles. Theory: full
line. Experimental data were taken from Savhikin et al.14

Figure 10. One-color anisotropy at 19 K, pump and probe wavelength
at 815 nm. Top: Measured pump-probe signals for parallel (thin line
with squares) and perpendicular (thin line with circles) polarized pump
and probe pulses in comparison to the theoretical curves (full lines).
Bottom: resulting anisotropy. Experimental data: circles. Theory: full
line. Experimental data were taken from Savhikin et al.14
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sotropy measured by Freiberg et al.12 and Savhikin et al.,14

respectively. A fit of the linear absorption also measured by
Freiberg et al.12 has been used to fix the microscopic parameters
like the site energies, the inhomogeneous broadening, the
spectral density, and the correlation radius of the exciton
vibrational coupling. The latter has been introduced to char-
acterize how the modulations of the site energies of different
BChls are correlated via protein vibrations.
Based on these parameters it was possible to reproduce two

color ultrafast pump-probe spectra pumped at 803 nm and
probed at three different wavelengths. In the fit of the pump-
probe spectra one additional parameter concerning the dipole
moment of intra molecular excited state absorption of the BChls
embedded in the FMO protein could be determined.
Finally the strength of the present approach could be

demonstrated in the simulation of the one and two color transient
anisotropy recently measured by Savhikin et al.14 In one of
the spectra excitonic quantum beats have been found.
Our theory demonstrates that it is possible to use the exciton

spectrum as a probe for measuring the shape of the protein
spectral density. Either by simulating frequency-domain data
(cw-absorption) or time-domain data (femtosecond pump-probe
spectra) one can construct the global frequency dependence of
the spectral density.
The present approach should be considered as a reference

case for more sophisticated studies which will be done in the
future. These concern in particular an improvement of the
description of disorder. The inclusion of the rather weak
intermonomer coupling within the FMO trimer may also
improve the simulations presented here.
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