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The theory of dissipative exciton motion in chromophore complexes is applied to develop an approxi-
mate scheme for the simulation of frequency-domain linear absorption and circular dichroism. Besides
lifetime broadening of the exciton lines and the inclusion of vibrational satellites in the spectra, the
computations also account for static disorder. In applying the theory to a pigment protein complex of
the photosynthetic light harvesting complex LHC-II of green plants the temperature dependence of linear
absorption can be well reproduced.

PACS numbers: 87.15.Aa
In simulating the optical absorption of dye aggregates or
chromophore complexes, one is confronted with the inter-
play of two distinct interactions: the coupling of electronic
excitations to vibrational degrees of freedom and the inter-
action among the electronic excitations. Combining both
couplings in a proper way should enable one to relate the
absorption line shape to structural data.

To do this a sophisticated theoretical description of the
absorption spectrum I�v� is necessary. As it is well
known, I�v� can be calculated via the half-sided Fourier-
transformed correlation function D�t� of the optical tran-
sition dipole operators m̂. An exact formula can be given
if both of the following approximations are made. The
interchromophore coupling is neglected and harmonic po-
tential energy surfaces for the relevant electronic states
are assumed (see, e.g., [1]). The other tractable limit is
reached if one considers a set of chromophores coupled,
e.g., via an electronic dipole-dipole interaction but being
free of any influence of the vibrational degrees of freedom.
Here, one is able to describe delocalized excitations of the
Frenkel-exciton type with I�v� �

P
M jmM j2d�v 2 vM�,

where mM � �Mjm̂j0� denotes the dipole matrix element
for the transition into the (single) exciton state jM� with
energy h̄vM .

Numerous approximation schemes have been developed
to combine both types of interactions (see the recent paper
[2] and the literature cited therein). It is the aim of this
Letter to demonstrate the ability of such an approxima-
tive treatment by comparing numerical simulations with
measured data. At the present time, the microscopically
best characterized class of chromophore complexes (on an
Ångstrom scale) is given by a selected number of pig-
ment protein complexes (PPC) of photosynthetic active
biological systems. PPC which contain as photoactive pig-
ments different variants of chlorophyll molecules (Chl)
and carotenoids fulfill a light harvesting function. The
pigments are held in position by a scaffold of membrane-
bound proteins. Energy transfer between the pigments oc-
curs via an exciton mechanism [3].
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Although these protein units contain only few pigments,
and despite a large number of optical studies in the fre-
quency as well as in the subpicosecond time domain, the
understanding of microscopic processes is far from being
settled. One reason for this lies in the complex role the
proteins play. First, they guarantee definite distances be-
tween the pigments. Second, due to the complex protein
structure the energies of the pigments will be shifted dif-
ferently in dependence on their local protein environment.
So-called site energies of the pigments can be introduced
to take into account this energetic shift. Accordingly, when
interpreting measurements an inhomogeneous distribution
of site energies (static disorder) has to be taken into ac-
count. And, third, one has to include effects of dynamic
disorder originated by the proteins.

To describe linear optical absorption we introduce the
PPC Hamiltonian HPPC which electronic part can be
restricted to the (electronic) ground-state contribution
Hvibj0� �0j and to the single-exciton part

P
M,N �dM,N 3

�h̄vM 1 Hvib� 1 DhMN � jM� �Nj. The use of the exciton
eigenstates jM� is essential for the following since, only
in this representation, a correct description of exciton
relaxation can be achieved.

The various protein vibrations described by the coordi-
nates Zj are comprised in Hvib , whereas their coupling to
the excitonic states is contained in a linear contribution to
the single-exciton part DhMN �

P
j k

�MN�
j Zj . In the spirit

of a normal-mode analysis of the protein vibrations, we
can take Hvib as a collection of independent harmonic os-
cillators. Then, the protein vibrations enter the theory via
special spectral densities.

To obtain a sufficient sophisticated expression for I�v�
which considers the dipole-dipole coupling and exciton-
vibrational interaction, a partial summation will be carried
out with respect to DhMN . This can be achieved by a par-
ticular density matrix approach [4]. We introduce a density
operator ŝ reduced to the electronic (excitonic) subspace
and obtain the dipole correlation function as D�t� �P

M m
�
MsM�t�. The density matrix sM�t� � �Mjŝ�t� j0�
© 2000 The American Physical Society



VOLUME 84, NUMBER 22 P H Y S I C A L R E V I E W L E T T E R S 29 MAY 2000
(with initial condition sM�0� � mM) has to be propagated
according to the quantum master equation. It is of second
order with respect to the exciton-vibrational coupling but
nonlocal in time (non-Markovian equation):

≠

≠t
sM�t� � 2ıvMsM�t�

2
X
K

Z t

0
dt CMK �t�sK �t 2 t� . (1)

The correlation function reads CMK �t� �
P

N ,j v
2
j 3

k
�MN�
j k

�NK�
j 	�nBE�vj� 1 1� exp�2ı�vN 1 vj�t� 1 nBE 3

�vj� exp�2ı�vN 2 vj�t�
, and nBE�vj� denotes the
Bose-Einstein distribution function of vibrational quanta.
To calculate the linear absorption spectrum according to
I�v� �

P
M m

�
M Res̃M�v�, we apply a half-sided Fourier

transform to Eq. (1) and obtain an algebraic system of
equations for the s̃M�v�. Within the so-called secular ap-
proximation [4] only the diagonal part CM � CMM of the
correlation function is needed and the absorption coeffi-
cient reads

I�v� �

*X
M

jmM j2CRe
M �v�

�v 2 vM 2 CIm
M �v��2 1 �CRe

M �v��2

+
conf

.

(2)

The configuration averaging with respect to static disorder
in the PPC is abbreviated by �. . .�conf. As a consequence
of the memory terms in the density matrix Eq. (1),
the line shift CIm

M �v� and the exciton line broadenings
CRe

M �v� become frequency dependent. They are obtained
from the correlation function of the exciton-vibrational
coupling according to CRe

M �v� 1 iCIm
M �v� �

P
N

P
mn 3

K �MN�
mn e2Rmn�Rc Cm�v 2 vN �. The single-pigment correla-

tion functions are denoted by Cm�v�, m counts the various
pigments, and K �MN�

mn � a�M�
m a�M�

n a�N�
m a�N�

n comprises the
expansion coefficients of the excitonic states. Here, we
used the concept of the protein vibrations correlation radius
Rc. It accounts for the vibrationally induced correlation
among different sites in the PPC separated by Rmn [5].
Cm�v� can be expressed by the spectral density Jm�v� �P

j�D�m�
j �2d�v 2 vj�, which contains the coupling fac-

tors D
�m�
j originating from the displacements 22D

�m�
j of

the proteins potential energy surface along the (dimen-
sionless) coordinate axis Zj upon electronic excitation of
the mth pigment. The amplitude of the spectral density
gives the Huang-Rhys factor Sm �

R
dv Jm�v�. The

real part of the correlation function is related to the
spectral density via CRe

m �v��pv2 � �1 1 nBE�v�� 3

Jm�v� 1 nBE�2v�Jm�2v� and the imaginary part fol-
lows from a Kramers–Kronig-like relation pCIm

m �v� �
P

R
dv̄ CRe

m �v̄���v 2 v̄�.
In the following we will apply the approach to simulate

the temperature dependent absorption of a PPC located
in the light harvesting complex LHC-II of higher plants.
The importance of exciton effects for the interpretation
of absorption spectra of the LHC-II has been recognized
early [6,7]. Since the interaction between PPC monomers
(which are arranged as trimers in the LHC-II) is weak, the
absorption can be simulated in using a monomer model.
From the structural investigations of [8] it is known that
the LHC-II monomer contains 12 Chl. According to their
arrangements in relation to the carotenoids they were ten-
tatively assigned to 7 Chla and 5 Chlb (see Fig. 1). Also,
the exact orientation of the Qy optical transition dipole
moments of the 12 Chl are unknown. Two orientations
are possible for each Chl. In [9] and [10] extensive exci-
ton simulations of global features of polarized absorption
spectra and energy transfer kinetics could be used to re-
duce the number of possible dipole configurations from
212 to 9 (for Chl assignment of Kühlbrandt et al.) or 15
(for a modified Kühlbrandt model in which Chla6 changes
its identity with b5, see Fig. 1).

In Fig. 2 (upper part) the experimental absorption data
of LHC-II trimers measured in [11] are shown together
with our simulations using the two structural models men-
tioned above. A simplex algorithm has been applied to
find the best simultaneous fit at three different tempera-
tures [13]. Fortunately, no temperature dependence of any
fit parameter had to be assumed. Temperature exclusively
enters via the distribution nBE�v�. The spectra were calcu-
lated as an average over 1000 homogeneous spectra, each
obtained for a certain set of randomly generated site en-
ergies, using the mean site energies of the 12 Chl as well
as the characteristics of static and dynamic disorder as fit-
ting parameters. For both structural models a nice fit of
the linear absorption experiment can be obtained. For the
Kühlbrandt model the optimal dipole geometry according
to our simulation is No. 3057 in Table 1 of [10], whereas

FIG. 1. Schematic cross-section view on the LHC-II monomer
according to Kühlbrandt et al. [8]. The mutual position of the
5 Chla and 7 Chlb (shown by their tetrapyrrole ring only) is
drawn together with the three a helices spanning the membrane.
Graphics prepared using MOLSCRIPT [P. J. Kraulis, J. Appl.
Crystallogr. 24, 946 (1991)].
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FIG. 2. Upper part: linear absorption of the LHC-II for three
different temperatures within two structural models. Dashed
line: Kühlbrandt model. Solid line: modified Kühlbrandt model
(Chla6 $ b5). Circles give the experimental values of [11]. The
sharp features in the 40 K spectra are due to the finite ensemble
size (1000) used for the statistical average. Lower part: 77 K
circular dichroism spectra within the two models compared to
experimental values of [12] (circles).

the modified Kühlbrandt model favors dipole configuration
No. 4004 in Table 3 of [10].

The simulations do not offer a definite decision for one
of the two models. Therefore, we also simulated the circu-
lar dichroism spectra of LHC-II monomers. For the simu-
lation, the same line shapes for the exciton transitions
as in Eq. (2) can be used; however, the dipole strength
jmM j2 has to be replaced by the rotational strength rM �P

m.n a�M�
m a�M�

n
�Rmn� �mm ≠ �mn�, where the distance (vec-

tor) between pigments m and n and the (vectorial) transi-
tion dipole moments of the pigments enter. In the lower
part of Fig. 2, the 77 K circular dichroism is shown for
both structural models using the parameters from the linear
absorption fit. The comparison with measured data from
[12] shows that only the optimized parameter set related to
the modified Kühlbrandt model gives a qualitative agree-
ment. Therefore, the subsequent discussion will be con-
centrated on the results obtained within this model.

According to our simulations, the inhomogeneous
broadening of site energies amounts to a common value
5230
of dpig � 140 cm21 (FWHM). As it is well-known, the
resulting width dexc of the distribution of exciton energies
experiences a narrowing [14] which scales with the square
root of the delocalization number (

p
Ndel � dpig�dexc).

In Fig. 3 (upper part) the exciton stick spectrum obtained
for the mean site energies of the pigments is shown
together with the mean delocalization numbers for the
various exciton levels resulting from the obtained width of
the distribution of exciton energies. As a general trend the
low-energetic levels exhibit a stronger delocalization than
the high-energetic ones. The delocalization of the low-
energetic states may increase the flexibility of the PPC to
transfer excitation energy to neighboring PPC in different
directions. The neglect of dynamic disorder, of course,
underlines the approximative nature of this discussion.

The inhomogeneous distribution of the energy of the
lowest exciton state is shown as an inset in the lower part
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FIG. 3. Upper part: Exciton stick spectrum (dashed vertical
lines) obtained for the mean site energies of the Chl (thin
solid lines, from left to right: Chlb6,b2,b3, b5, b1, a7,a1, a3, a5,
a6,a2, a4). The height of the lines gives the dipole strength of
the transition, whereas the numbers at the exciton lines show the
mean delocalization number of the excited state. The optimiza-
tion procedure gave, for the pigment’s dipole strength, values of
20D2 (assumed equal for all Chlb) and 25D2 (assumed equal for
all Chla). Lower part: 80 K homogenous absorption (thin solid
line) for the mean site energies and inhomogeneous absorption
for different values of the correlation radius of protein vibrations:
Rc � 20 Å (solid line—same as in Fig. 2), Rc � 2 Å (long-
dashed line), and Rc � 200 Å (short-dashed line). Inset shows
the distribution of exciton energy of the lowest state.
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of Fig. 3. It exhibits a width of 85 cm21. This value is in
reasonable agreement with recent hole burning studies on
LHC-II trimers [15] which gave 70 cm21, and additionally
located the lowest exciton transition at 679.8 nm. It can
be seen from the homogeneous spectrum obtained for the
reference set of mean site energies (lower part of Fig. 3)
that our simulation places this transition at 680 nm. Note
the shift between this transition and the lowest state in
the exciton stick spectrum (upper part of Fig. 3). It is
caused by the imaginary part of the exciton-vibrational
coupling correlation function CIm

M �v�, which renormalizes
the purely electronic exciton energies. Neglecting CIm

M �v�
removes the shift, and, more dramatically, leads to a strong
violation of the oscillator strength sum rule for different
temperatures.

To keep the number of fit parameters small, we as-
sumed the following form of the spectral density Jm�v� �
Smg�v�, m � 	a�Chla�,b�Chlb�
. The normalized func-
tion g�v� is of the type g�v� � v exp	2�v�vc�p
. The
shape of the spectral density was estimated from the fluo-
rescence sideband at low temperatures [7], resulting in
p � 0.5 and h̄vc � 6 cm21, which put the maximum of
the spectral density at h̄v � 24 cm21. The amplitude
of the coupling, i.e., the Huang-Rhys factors determined
from the fit of linear absorption amount Sa � 0.95 and
Sb � 0.75. These values are not directly observable in the
experiment, because they characterize the coupling of the
single pigments with their protein environment, whereas
the Huang-Rhys factors which are usually estimated from
hole burning spectra must be related to the coupling of the
excitonic states to the vibrations. To give an estimate for
the relation between the two types of factors it is necessary
to construct potential energy surfaces of the exciton states.
This can be done by using the diagonal parts DhMM of the
exciton vibrational coupling. The Huang-Rhys factor of
the Mth exciton state then follows from the exciton rep-
resentation SM �

P
mn ja

�M�
m j2ja�M�

n j2e2Rmn�Rc Sm. In com-
plete agreement with hole burning studies [15] we obtain
for the lowest exciton state SM�1 � 0.8. As explained
above, the exciton-vibrational coupling is also influenced
by the correlation radius Rc of protein vibrations, for which
we obtained Rc � 20 Å. In the lower part of Fig. 3 the
80 K absorption spectra are shown for two additional val-
ues of Rc (200 and 2 Å). There is a redistribution of os-
cillator strength in dependence on Rc.

The standard theory of an electronic two-level system
coupled to a harmonic oscillator reservoir has been ap-
plied in [16] to study the red wing of the LHC-II absorp-
tion and fluorescence in dependence on temperature. This
model can be understood as dealing with a single excitonic
potential energy surface. But it neglects any coupling be-
tween different potential energy surfaces, which restricts
its applicability to low temperatures and the lowest exci-
ton level [17].
In summary, we can state that our model, which is only
of intermediate complexity (since it circumvents any elec-
tronic structure calculations), gives promising results in
simulating the optical response of a biological important
PPC. From a more general point of view our theory of-
fers a proper way of including protein induced static and
dynamic disorder which are important for the broadening
of the absorption cross section of the PPC.
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