
3.3 Frenkel Excitons

3.3.1 Exciton Hamiltonian

the basic form of the dye aggregate or chromophore complex (CC) Hamiltonian is

HCC =
∑

m

Hm +
1

2

∑

m,n

Vmn

the spatial position of the chromophores are counted by m as well as n, and Hm de-
notes the electron–vibrational Hamiltonian of an individual chromophore:

Hm =
∑

a

Hma|ϕma〉〈ϕma|

the part Vmn of HCC is the mutual Coulomb interaction between chromophore at site m
and at site n; it covers the interaction among electrons and nuclei:

Vmn = V (el−el)
mn + V (el−nuc)

mn + V (nuc−el)
mn + V (nuc−nuc)

mn

for the following it suffices to restrict the considerations to singly excited states; every
chromophore is described by the electronic ground–state ϕmg and the excited elec-
tronic state ϕme; the distance between the chromophores should be large enough to
neglect electron exchange
the CC ground state reads

|φ0〉 =
∏

m

|ϕmg〉

all possible singly excited states can be written as

|φm〉 = |ϕme〉
∏

n6=m

|ϕng〉

this expansion assumes the general orthogonality relation

〈ϕma|ϕnb〉 = δm,nδa,b

to reduce HCC to the ground–state and the singly excited states we introduce respective
projection operators
we obtain for the CC ground–state

Π̂0 = |φ0〉〈φ0|

and for the singly excited states

Π̂1 =
∑

m

|φm〉〈φm|

both projectors can be used to introduce the following expansion

HCC ≈ Π̂0HCCΠ̂0 + Π̂1HCCΠ̂1 = H0 + H1 ≡ H0Π̂0 + H1Π̂1

we may derive

〈φ0|HCC|φ0〉 ≡ H0 =
∏

k

〈ϕkg|
(

∑

m

Hm +
1

2

∑

m,n

Vmn

)

∏

l

|ϕlg〉 =
∑

m

Hmg

12



in the same way we get

〈φm|HCC|φn〉 = δm,n

(

Hme − Hmg + H0

)

+ (1 − δm,n)Jmn

the excitation energy transfer coupling has been already calculated; it takes the form

Jmn = 〈ϕmeϕng|Vmn|ϕneϕmg〉 ≡ 〈ϕmeϕng|V
(el−el)
mn |ϕneϕmg〉

the Hamiltonian of the singly excited complex state results as

H1 =
∑

m

(

Hme − Hmg + H0

)

|φm〉〈φm| +
∑

m,n

Jmn|φm〉〈φn|

a detailed inspection shows that the given structure assumes a totally balanced charge
distribution of electrons and nuclei (in the electronic ground as well as in the first excited
state)

Coupling to Vibrational Modes

in most cases we have to distinguish between intra–molecular and inter–molecular vi-
brations; for simplicity it is assumed in the following that a common set of normal mode
vibrations couples to every molecule; R0 denotes the reference nuclear equilibrium
configuration for which the normal mode vibrations are defined
the normal mode expansion of the ground–state Hamiltonian takes the form:

H0 = Tnuc +
∑

m

Umg(R) ≈ Tnuc +
∑

m

(

Umg(R0) +
1

2

∑

µ,ν

k(mg)
µν ∆Rµ∆Rν

)

=
∑

m

U (0)
mg +

∑

ξ

~ωξ

(

c+
ξ cξ + 1/2

)

≡ Hvib

the deviations from the equilibrium nuclear configuration are denoted as ∆Rµ;
to get the contribution for the excited state we consider the difference Hme - Hmg; we
can restrict ourselves to the linear contribution with respect to the deviations ∆Rµ; it
results in:

Hme − Hmg = Ume(R) − Umg(R) ≈ U (0)
me +

∑

µ,ν

k(me)
µ ∆Rµ − U (0)

mg

= Em +
∑

ξ

~ωξgξ(m)(cξ + c+
ξ )

an expansion of the excitonic coupling follows as

Jmn(R) ≈ Jmn +
∑

ξ

~ωξgξ(m,n)(cξ + c+
ξ )

we denote the excited state Hamiltonian as

H1 = Hex + Hex−vib + HvibΠ̂1

the first part corresponds to the electronic (excitonic) contributions

Hex =
∑

m,n

(

δm,nEm + (1 − δm,n)Jmn

)

|φm〉〈φn|

13



the coupling to vibrational coordinates is described by

Hex−vib =
∑

m,n

∑

ξ

~ωξg̃ξ(m,n)(cξ + c+
ξ )|φm〉〈φn|

with
g̃ξ(m,n) = δm,ngξ(m) + (1 − δm,n)gξ(m,n)

Change to an Exciton Representation

introduction of exciton states is achieved as

|α〉 =
∑

m

Cα(m)|φm〉

the exciton Hamiltonian becomes diagonal

Hex =
∑

α

~Ωα|α〉〈α|

and the exciton vibrational coupling reads

Hex−vib =
∑

α,β

∑

ξ

~ωξg̃ξ(α, β)(cξ + c+
ξ )|α〉〈β|

the coupling constant follows as

g̃ξ(α, β) =
∑

m,n

C∗
α(m)g̃ξ(m,n)Cβ(n) =

∑

m

C∗
α(m)gξ(m)Cβ(m) +

∑

m6=n

C∗
α(m)gξ(m,n)Cβ(n)

Linear and Regular Chain of Dye Molecules

we consider a linear chain of Nmol identical molecules with

Em → E0

Jmn = (δm,n+1 + δm,n−1)J (1 < m < Nmol)

J1n = δ2,nJ JNmoln = δNmol−1,nJ

the exciton energies become

~Ωα = E0 + 2J cos α α =
πj

Nmol + 1
j = 1, ..., Nmol

and the expansion coefficients read

Cα(m) =

√

2

Nmol + 1
sin(αm)

to estimate J we use the version based on the dipole–dipole coupling

J =
d1d2

R3

if the transition dipole moments are given in Debey and the Distance in Ångstroem we
arrive at

J =
d1[D]d2[D]

(R[Å])3
0.625 eV

14



3.4 The Nonequilibrium Statistical Operator and the Den-
sity Matrix

3.4.1 The Density Operator

elementary quantum mechanics → a complete description of a system is only possible
if a set of observables exists from which all physical quantities can be measured simul-
taneously
a set of commuting operators {Âα} has to exist, i.e., the following relation has to be
fulfilled

[

Âα, Âα′

]

−
= ÂαÂα′ − Âα′Âα = 0

if for the considered system the maximal number of such operators is known, a com-
plete description can be accomplished
the system is described by a pure state
if the complete measurement of all Âα has not been carried out, for example, because
the complete set of observables is principally unknown → the state of the quantum
system has to be described as a statistical mixture of pure states |Ψν〉
the probability for a single state to be in the mixture will be denoted by wν ; the states
|Ψν〉 are assumed to be ortho–normalized, and therefore the wν must satisfy the rela-
tion

∑

ν

wν = 1

the expectation value of an observable becomes

〈Ô〉 =
∑

ν

wν〈Ψν |Ô|Ψν〉

introduction of the density operator (the statistical operator)

Ŵ =
∑

ν

wν |Ψν〉〈Ψν | = Ŵ+

simple notation of the expectation value of any observable using the trace formula

〈Ô〉 = tr{Ŵ Ô}

the abbreviation “tr” is defined as the trace with respect to the matrix formed by all
matrix elements which are determined in a complete orthonormal basis |a〉

tr{•} =
∑

a

〈a| • |a〉

therefore we have

tr(Ŵ Ô) =
∑

a,ν

wν〈a|Ψν〉〈Ψν |Ô|a〉 =
∑

a,ν

wν〈Ψν |Ô|a〉〈a|Ψν〉 =
∑

ν

wν〈Ψν |Ô|Ψν〉

taking two arbitrary operators Ô and P̂ it is easy to proof

tr{ÔP̂} = tr{P̂ Ô)
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this property is called cyclic invariance of the operator arrangement
note also

tr{Ŵ} = 1

example: the canonical density operator for thermal equilibrium

Ŵeq =
1

Z
e−H/kBT =

1

Z

∑

α

e−Eα/kBT |α〉〈α|

Z is the partition function tr[exp{−H/kBT}] ensuring proper normalization of Ŵeq

the second part is obtained using the eigenenergies Eα and eigenstates |α〉 of the
Hamiltonian H
density operator of a pure state |Ψ〉

Ŵpure = |Ψ〉〈Ψ| = P̂Ψ

expansion of the state vector |Ψ〉 with respect to the complete orthogonal basis |α〉:

|Ψ〉 =
∑

α

cα|α〉 .

introducing this expansion into the expression for the pure state density operator one
obtains

Ŵpure =
∑

α,ᾱ

cαc∗ᾱ|α〉〈ᾱ| 6=
∑

α

|cα|
2|α〉〈α| .

there exists a measure which tells us whether the state is a pure state or not: degree
of coherence

C = tr{Ŵ 2}

it takes the value 1 for pure states since the statistical operator in this case is a projector

Cpure = tr{Ŵ 2
pure} = tr{P̂ 2

Ψ} = tr{P̂Ψ} = tr{Ŵpure} = 1

where the projector property P 2
Ψ = PΨ has been used

for a mixed state it follows that

Cmixed = tr {Ŵ 2} =
∑

µ,ν

wµwν tr
{

P̂Ψµ
P̂Ψν

}

=
∑

µ,ν

∑

α

wµwν〈α|Ψµ〉〈Ψµ|Ψν〉〈Ψν |α〉

=
∑

µ

∑

α

w2
µ〈Ψµ|α〉〈α|Ψµ〉 =

∑

µ

w2
µ < 1

the degree of coherence becomes less than one

3.4.2 The Density Matrix

we consider a complete orthogonal basis of states |a〉, |b〉, ...
the density operator can be expanded as

Ŵ =
∑

a,b

〈a|Ŵ |b〉 |a〉〈b|

16



the expansion coefficients are called density matrix and denoted by

ρab = 〈a|Ŵ |b〉

the density matrix fulfills the relation

ρab = ρ∗
ba

from which one simply deduces

Re ρab = Re ρba , Im ρab = −Im ρba

the diagonal elements of the density matrix are real

ρaa = Re ρaa .

one may write

ρaa = 〈a|Ŵ |a〉 =
∑

ν

〈a|wν |Ψν〉〈Ψν |a〉 =
∑

ν

wν |〈a|Ψν〉|
2 ≡

∑

ν

wν |ca(ν)|2

with the expansion coefficients ca(ν) = 〈a|Ψν〉
it shows that ρaa gives us the probability for the state |a〉 being contained in the statistical
mixture described by Ŵ
taking the off–diagonal matrix elements of the density operator it follows

ρab =
∑

ν

wνca(ν)c∗b(ν)

the density matrix ρab describes an incoherent superposition of contributions from dif-
ferent pure states
depending on the basis set {|a〉} the different terms on the right–hand side can cancel
each other or give a finite ρab

the off–diagonal density matrix are also called coherences
since the definition of the density matrix represents a quadratic form the Schwarz in-
equality is valid

ρaaρbb ≥ |ρab|
2

the representation of the statistical operator via the density matrix introduced so far is
frequently termed state representation
if eigenstates of some Hamiltonian are used it is also called energy representation
using eigenstates of the coordinate operator

|s〉 =
∏

j

|sj〉 ,

with coordinate sj for the jth degree of freedom of the system, consequently, the coor-
dinate representation of the statistical operator reads

ρ(s, s̄) = 〈s|Ŵ |s̄〉

17



3.4.3 Equation of Motion for the Density Operator

the probabilities wν represent our reduced knowledge about the state of the system
the state vectors |Ψν〉 of the mixed state evolve in time according to the time–dependent
Schrödinger equation

i~
∂

∂t
|Ψν〉 = H|Ψν〉

although any individual state of the mixture changes in time there is no change what-
soever in the amount of our knowledge about the system
the probabilities wν are constant (wν 6= wν(t))
accordingly the time–dependent density operator has the following form

Ŵ (t) =
∑

ν

wν |Ψν(t)〉〈Ψν(t)|

to derive an equation of motion we note

Ŵ (t) =
∑

ν

wνU(t, t0)|Ψν(t0)〉〈Ψν(t0)|U
+(t, t0) = U(t, t0)Ŵ (t0)U

+(t, t0) .

taking the time derivative of this expression it follows

∂

∂t
Ŵ (t) = −

i

~

(

HŴ (t) − Ŵ (t)H
)

≡ −
i

~

[

H, Ŵ (t)
]

−

this equation of motion for the density operator Ŵ is called Liouville–von Neumann or
Quantum Liouville; for its solution we have to establish an initial condition

Ŵ (t0) = Ŵ0

we give the Liouville–von Neumann equation in the state representation (〈a|H|b〉 = Hab)

∂

∂t
ρab = −

i

~

∑

c

(

Hacρcb − Hcbρac

)

≡ −i
Haa − Hbb

~
ρab −

i

~

∑

c 6=a

Hacρcb +
i

~

∑

c 6=b

Hcbρac

the difference of the diagonal matrix elements of the Hamiltonian defines the transition
frequencies ωab = (Haa − Hbb)/~, whereas the off–diagonal matrix elements describe
the inter–state coupling

there exists an alternative notation of the Liouville–von Neumann equation using the
concept of superoperators

L• =
1

~
[H, •]− .

we see that the Liouville–von Neumann equation can be written as

∂

∂t
Ŵ (t) = −iLŴ (t) ,

with the solution
Ŵ (t) = e−iL(t−t0) Ŵ (t0)

the exponential function of the superoperator is defined via the respective power ex-
pansion
one can introduce the time–evolution superoperator as follows:

U(t, t0) = e−iL(t−t0) .

it gives
Ŵ (t) = U(t, t0)Ŵ (t0) = U(t, t0)Ŵ (t0)U

+(t, t0) .
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3.4.4 The Reduced Density Operator and the Reduced Density Ma-
trix

to put the idea of the reduced density matrix into a rigorous frame the starting point will
be

H = HS + HS−R + HR

a complete basis in the state space of the reservoir is written as |α〉
then the reduced density operator follows as

ρ̂(t) =
∑

α

〈α|Ŵ (t)|α〉 = trR

{

Ŵ (t)
}

next we take a basis |a〉 in the state space of the system and define the reduced density
matrix

ρab(t) = 〈a|ρ̂(t)|b〉

the following relation has to be fulfilled

trS{ρ̂(t)} ≡
∑

a

ρaa(t) = 1

it is easily confirmed if we note that

tr{Ŵ (t)} = 1

an equation of motion for the reduced density matrix is derived by starting from the
respective operator equation for the reduced density operator
from the Liouville–von Neumann equation we obtain

∂

∂t
ρ̂(t) = trR

{

∂

∂t
Ŵ (t)

}

= −
i

~
trR

{

[

HS + HS−R + HR, Ŵ (t)
]

−

}

= −
i

~
[HS, ρ̂(t)]− −

i

~
trR

{

[

HS−R + HR, Ŵ (t)
]

−

}

the commutator notation for the reduced density operator is not possible for the contri-
butions proportional to HS−R and HR

to calculate the commutator with HR we take into account the cyclic invariance of the
trace; as a result the term proportional to HR vanishes and the equation of motion for
the reduced density operator follows as

∂

∂t
ρ̂(t) = −

i

~
[HS, ρ̂(t)]− −

i

~
trR{

[

HS−R, Ŵ (t)
]

−
}

we realize that this is not yet a closed equation for reduced density operator; because
of the appearance of HS−R in the commutator on the right–hand side it still contains the
total density operator

Approximate Equations of Motion for the Reduced Density Oper ator and the Re-
duced Density Matrix

the effect of the environment can be accounted for by a superoperator D acting on the
reduced density operator

−
i

~
trR{

[

HS−R, Ŵ (t)
]

−
} = −Dρ̂(t) ≡ −Âρ̂(t) − ρ̂(t)B̂ −

∑

j

Ĉj ρ̂(t)D̂j
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the last part of this formula indicates the most general action of the superoperator
when represented by different ordinary operators (acting from the left as well as from
the right);
we introduce the density matrix where the states |a〉 are considered as eigenstates of
HS with energy ~ωa; the equation of motion can be written as (ωab = ωa − ωb)

∂

∂t
ρab(t) = −iωabρab(t) −

∑

c,d

Rab,cdρcd(t)

the action of the superoperator D is replaced by the so–called Redfield tensor Rab,cd;
there exist several theories calculating Rab,cd; we will quote the most simple version

∑

c,d

Rab,cdρcd = δa,b

∑

c

(

ka→cρaa − kc→aρcc

)

+
(

1 − δa,b

)1

2

∑

c

(

ka→c + kb→c

)

ρab

it is based on a decoupling of diagonal and off–diagonal density matrix elements ; the
diagonal elements obey a rate equation with transition rates ka→c and kc→a; the off–
diagonal elements follow from an equation including transition frequencies as well as
dephasing rates

γab =
1

2

∑

c

(

ka→c + kb→c

)

they are responsible for the exponential decay of the off–diagonal density matrix ele-
ments (the coherences) with increasing time;
the transition rates and, thus, the dephasing rates can be calculated based on a con-
crete expression for the system–reservoir coupling HS−R;

3.4.5 Density Matrix Equations for Excitons

we note the definition of the reduced density operator

ρ̂(t) = trvib{Ŵ (t)}

the exciton density matrix follows as

ραβ(t) = 〈α|ρ̂(t)|β〉

the equations of motion take the form

∂

∂t
ραβ(t) = −iΩαβραβ(t) −

∑

γ,δ

Rαβ,γδργδ

the approximation which decouples diagonal and off–diagonal density matrix elements
reads here:

∑

γ,δ

Rαβ,γδργδ ≈ δαβ

∑

γ

(

kα→γραα − kγ→αργγ

)

+ (1 − δαβ)Γαβραβ

the dephasing rates are

Γαβ =
1

2

∑

γ

(

kα→γ + kβ→γ

)
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although a direct theory exist which leads to the density matrix equations as well as
to the transition rates, the latter can also be directly deduced from the Golden Rule
formula; it is based on the given form of the exciton vibrational coupling;
next we present respective computations; the normal mode vibrational states are ab-
breviated as χM for the initial state (note M = {Mξ}), and as χN for the final state of
the transition; related energies, for example, are

ωM =
∑

ξ

Mξωξ

we introduce the thermal distribution f(ωM) for the initial vibrational state and obtain
the total rate as

kα→β =
2π

~2

∑

M,N

f(ωM)|〈α|〈χM |Hex−vib|χN〉|β〉|
2δ(Ωα + ωM − Ωβ − ωN)

standard manipulations give first

kα→β =
1

~2

∫

dt eiΩαβ

∑

M,N

f(ωM)〈α|〈χM |eiωM tHex−vibe
−iωN t|χN〉|β〉〈β|〈χN |Hex−vib|χM〉|α〉

this leads to

kα→β =

∫

dt eiΩαβttrvib{R̂eiHvibt/~
∑

ξ

ωξg̃ξ(α, β)(cξ + c+
ξ )e−iHvibt/~

∑

ζ

ωζ g̃ζ(β, α)(cζ + c+
ζ )}

=
∑

ξ

ω2
ξ |g̃ξ(α, β)|2

∫

dt eiΩαβttrvib{R̂(cξc
+
ξ e−iωξt + c+

ξ cξe
iωξt)}

=
∑

ξ

ω2
ξ |g̃ξ(α, β)|2

∫

dt eiΩαβt
(

[1 + n(ωξ)]e
−iωξt + n(ωξ)e

iωξt
)

= 2π
∑

ξ

ω2
ξ |g̃ξ(α, β)|2

(

[1 + n(ωξ)]δ(Ωαβ − ωξ) + n(ωξ)δ(Ωαβ + ωξ)
)

here we noticed that the double sum with respect to the normal mode vibrations re-
duces to a single sum and we took into account

trvib{R̂c+
ξ cξ} = n(ωξ) ≡

1

e~ωξ/kBT − 1

the rate expression is further rewritten by introducing the following general type of spec-
tral density

Jαβ,γδ(ω) =
∑

ξ

g̃ξ(α, β)g̃ξ(γ, δ)δ(ω − ωξ)

accordingly, the rate takes the form

kα→β = 2πΩ2
αβ[1 + n(Ωαβ)]

(

Jαβ,βα(Ωαβ) − Jαβ,βα(−Ωαβ)
)

to compute this expression we need the exciton spectrum resulting in the transition
frequencies Ωαβ and the set of spectral densities Jαβ,βα(ω); temperature enters via the
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Bose–Einstein distribution
to be more specific we approximate

g̃ξ(α, β) =
∑

m

C∗
α(m)gξ(m)Cβ(m)

i.e. we neglect the contribution given by gξ(m,n)
it yields

Jαβ,γδ(ω) =
∑

m,n

C∗
α(m)Cβ(m)C∗

γ(n)Cδ(n)
∑

ξ

gξ(m)gξ(n)δ(ω − ωξ)

this expression leads to the introduction of the spectral density

Jmn(ω) =
∑

ξ

gξ(m)gξ(n)δ(ω − ωξ)

furthermore, we neglect correlations among different excited states and assume

Jmn(ω) ≈ δmnJ(ω)

it follows
Jαβ,γδ(ω) =

∑

m

C∗
α(m)Cβ(m)C∗

γ(m)Cδ(m)J(ω) ≡ jαβ,γδJ(ω)

now, the rate can be simply written as

kα→β = jαβ,βαC(Ωαβ)

with the abbreviation

C(ω) = 2πω2
[

1 + n(ω)
][

J(ω) − J(−ω)
]

≡ 2πω2
(

[

1 + n(ω)
]

J(ω) + n(−ω)J(−ω)
)

Analysis of the Complete Redfield–Tensor

for the Redfield–tensor we may write

Rαβ,γδ = Re

∞
∫

0

dτ
(

δα,γ

∑

ǫ

eiΩǫδτCδǫ,ǫβ(−τ) + δδ,β

∑

ǫ

eiΩγǫτCαǫ,ǫγ(τ)

−eiΩβδτCδβ,αγ(−τ) − eiΩγατCδβ,αγ(τ)
)

the correlation function reads

Cαβ,γδ(ω) = 2πω2
[

1 + n(ω)
][

Jαβ,γδ(ω) − Jαβ,γδ(−ω)
]

the spectral density has been already defined;
we introduce identical simplifications as in the foregoing section and arrive at

Cαβ,γδ(ω) = jαβ,γδC(ω)

we assume Cαβ,γδ to be a real quantity and note

Re

∞
∫

0

dτ eiωτCαβ,γδ(±τ) = Re

∫

dω′

2π
Cαβ,γδ(ω

′)

∞
∫

0

dτ ei(ω∓ω′)τ
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= Re

∫

dω′

2π
Cαβ,γδ(ω

′)
i

ω ∓ ω′ + iǫ
=

1

2
Cαβ,γδ(±ω)

the Redfield tensor follows as

Rαβ,γδ = δα,γ
1

2

∑

ǫ

Cδǫ,ǫβ(Ωδǫ) + δδ,β
1

2

∑

ǫ

Cαǫ,ǫγ(−Ωǫγ)

−
1

2
Cδβ,αγ(Ωδβ) −

1

2
Cδβ,αγ(−Ωαγ)

with, for example,

Cδβ,αγ(Ωδβ) = 2πΩ2
δβ

(

Θ(Ωδβ)
[

1 + n(Ωδβ)
]

Jδβ,αγ(Ωδβ) + Θ(Ωβδ)n(Ωβδ)Jδβ,αγ(Ωβδ)
)

and with
Cαǫ,ǫγ(−Ωǫγ) = Cαǫ,ǫγ(Ωγǫ)

= 2πΩ2
γǫ

(

Θ(Ωγǫ)
[

1 + n(Ωγǫ)
]

Jαǫ,ǫγ(Ωγǫ) + Θ(Ωǫγ)n(Ωǫγ)Jαǫ,ǫγ(Ωǫγ)
)

the transition rates read

kα→β = Cαβ,βα(Ωαβ) = 2πΩ2
αβjαβ,βα

(

[

1 + n(Ωαβ)
]

J(Ωαβ) + n(−Ωαβ)J(−Ωαβ)
)

≡ 2πΩ2
αβ

∑

m

|Cα(m)Cβ(m)|2
(

[

1 + n(Ωαβ)
]

J(Ωαβ) + n(Ωβα)J(Ωβα)
)

Linear and Regular Chain of Dye Molecules

the spectral density should take the form

ω2J(ω) = jνω
νe−ω/ωc

we get
Cαβ,γδ(ω) ≡ Cjj′,ll′(ω) = jjj′,ll′C(ω)

jjj′,ll′ =
4

(Nmol + 1)2

∑

m

sin(
πjm

Nmol + 1
) sin(

πj′m

Nmol + 1
) sin(

πlm

Nmol + 1
) sin(

πl′m

Nmol + 1
)

C(ω) = 2πjν |ω|
νe−|ω|/ωc

(

θ(ω)
e~ω/kBT

e~ω/kBT − 1
+ θ(−ω)

1

e−~ω/kBT − 1

)

~Ωαβ ≡ ~Ωjl = 2J
(

cos(
πj

Nmol + 1
) − cos(

πl

Nmol + 1
)
)

≡ −J sin(
π(j + l)

2(Nmol + 1)
) sin(

π(j − l)

2(Nmol + 1)
)

initial condition

population of a particular exciton level α0

ρ̂(0) = |α0〉〈α0|
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it gives
ραβ(0) = δαβδα,α0

population of a particular site m0

ρ̂(0) = |m0〉〈m0| =
∑

α,β

C∗
α(m0)Cβ(m0)|α〉〈β|

it gives
ραβ(0) = C∗

α(m0)Cβ(m0)

the populations follows as

Pα(0) = |Cα(m0)|
2 =

2

Nmol + 1
sin2(

πjm0

Nmol + 1
)
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3.5 Linear Absorption of a Chromophore Complex

optical properties of molecular systems are characterized via the macroscopic polar-
ization (dipole density)

P(r, t) =
1

∆V (r)

∑

m∈∆V

dm(t)

the macroscopic polarization at the absence of inhomogeneous broadening reads

P(r, t) = nmold(r; t)

here, nmol denotes the volume density of the considered molecules, and dm(t) is the
expectation values of the m’th molecule dipole operator; since inhomogeneous broad-
ening has been neglected we take the quantity d(r; t) which, first, is independent on
the spatial position; however, the electric field–strength depends on r, and just this de-
pendence enters the expectation value;
to obtain a formula for the linear absorption coefficient

α(ω) =
4πω

nc
Imχ(ω)

we have to establish a linear relation between the electric field–strength and the polar-
ization:

P(r, t) =

∫

dt̄ χ̂(1)(t, t̄)E(r, t̄)

the dipole operator expectation value follows as

d(r; t) = tr{Ŵ (t)µ̂}

here, the time–dependence of the statistical operator Ŵ (t) is determined by the time–
dependent Hamiltonian

H(t) = Hmol + Hfield(t)

therefore we have to write

U(t, t0) = T̂ exp



−
i

~

t
∫

t0

dt′ H(t′)





i.e. the time–evolution operator appears as a time–ordered quantity;
to carry out a perturbation theory with respect to the molecule–field coupling it is more
appropriate to introduce the S–operator according to

U(t, t0) = Umol(t − t0)S(t, t0) ≡ e−iHmol(t−t0)/~T̂ exp



−
i

~

t
∫

t0

dt′ H
(I)
field(t

′)





note the use of the interaction representation for Hfield (as well as µ̂):

H
(I)
field(t) = U+

mol(t − t0)Hfield(t)Umol(t − t0)

accordingly the expectation value of the dipole operator reads

d(r; t) = tr{U(t, t0)ŴeqU
+(t, t0)µ̂} = tr{ŴeqU

+(t, t0)µ̂U(t, t0)}

= tr{ŴeqS
+(t, t0)µ̂

(I)(t)S(t, t0)}

the statistical operator Ŵeq describes thermal equilibrium present before the application
of the external field; the different contributions in powers of the field–strength may be
obtained by a power expansion of S(t, t0);
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3.5.1 Dipole–Dipole Correlation Function

to expand d(r; t) up to the first order in the field–strength we note

S(t, t0) ≈ 1 + S(1)(t, t0)

with

S(1)(t, t0) = −
i

~

t
∫

t0

dt′ H
(I)
field(t

′)

we insert this approximation into the formula for d(r; t) and obtain (the zeroth–order
term does not contribute because of the absence of a macroscopic dipole density in
the equilibrium)

d(r; t) ≈ tr{Ŵeq

[

1 + S(1)+(t, t0)
]

µ̂(I)(t)
[

1 + S(1)(t, t0)
]

}

≈
i

~

t
∫

t0

dt′ tr
{

Ŵeq

[

H
(I)
field(t

′)µ̂(I)(t) − µ̂(I)(t)H
(I)
field(t

′)
]

}

=
i

~

t
∫

t0

dt′ tr
{

Ŵeq

[

U+
mol(t

′ − t0)Hfield(t
′)U+

mol(t − t′)µ̂Umol(t − t0)

−U+
mol(t − t0)µ̂Umol(t − t′)Hfield(t

′)Umol(t
′ − t0)

]

}

=
i

~

t
∫

t0

dt′ tr
{

Ŵeq

[

µ̂(I)(t − t′), µ̂(I)(0)
]

−

}

E(r; t′)

inserting the last expression into the macroscopic polarization, the linear dielectric sus-
ceptibility is obtained as

χjj′(t − t′) =
i

~
Θ(t − t′)nmolC

(d−d)
jj′ (t − t′) ;

we introduced the dipole–dipole correlation function

C
(d−d)
jj′ (t) = tr

{

Ŵeq

[

µ̂
(I)
j (t), µ̂

(I)
j′ (0)

]

−

}

which represents a second–rank tensor;
before considering the case of randomly oriented molecules we assume for the follow-
ing that all matrix elements of the dipole operator show in the z–direction of a coordi-
nate system where the z–axis is defined by the direction of the electric field–strength;
then, the correlation function tensor reduces to a single component identical with

Cd−d(t) = tr
{

Ŵeq

[

µ̂(I)(t), µ̂(I)(0)
]

−

}

and the absorption coefficient is obtained as (note n = 1)

α(ω) =
4πω

c
Im

∫

dt eiωt i

~
Θ(t)nmolCd−d(t) =

4πωnmol

~c
Re

∞
∫

0

dt eiωt Cd−d(t)
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3.5.2 The Absorption Coefficient

we concentrate on a situation where the exciton–vibrational coupling is sufficiently
small compared to the Coulomb coupling; if we neglect any contribution of the exciton–
vibrational coupling to the absorption spectrum we obtain the absorption as sharp lines
at the different exciton energies Eα;
the absorption coefficient can be written as (nagg is the volume density of aggregates)

α(ω) =
4πωnagg

3~c
Re

∞
∫

0

dt eiωt Cd−d(t)

the dipole-dipole correlation function reads

C
(d−d)
jj′ (t) = tr

{

Ŵeq

[

µ̂
(I)
j (t), µ̂

(I)
j′ (0)

]

−

}

;

in the present case the dipole operator comprises the contributions µ̂m of all molecules
in the aggregate according to

µ̂ =
∑

m

µ̂m

for the present purposes it is sufficient to restrict the model to transitions into the single
exciton state

µ̂ =
∑

m

µ̂m ≡
∑

m

dm|m〉〈0| + h.c.

where dm is the transition matrix element of the two–level model;
let us first study the coherent case where exciton–vibrational coupling is neglected; we
introduce the exciton representation of the dipole operator

µ̂ =
∑

α

dα|α〉〈0| + h.c.

with the transition matrix elements given by

dα = 〈α|
∑

m

µ̂m|0〉 =
∑

m

c∗α(m)dm

the time–dependent dipole operator entering the dipole–dipole correlation function Cd−d(t)
reads

µ̂(t) =
∑

α

dαeiH
(1)
aggt/~|α〉〈0|e−iH

(0)
aggt/~ + h.c.

≈
∑

α

dαeiEαt/~|α〉〈0| + h.c.

the trace in Cd−d(t) is a trace with respect to the electronic states |0〉 and |m〉; the
equilibrium statistical operator gives a projection onto the electronic ground state of the
aggregate, Ŵeq = |0〉〈0|; neglecting antiresonant contributions results in (the prefactor
1/3 follows from the orientational averaging)

α(ω) =
4π2ωnagg

3c

∑

α

|dα|
2δ(Eα − ~ω)
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the strength for transitions from the ground state into the single–exciton state |α〉 is
determined by the respective transition dipole moment, where the expansion coeffi-
cients cα(m) give the contribution of the mth molecule to the single–exciton eigenstate
|α〉; to characterize this quantity we compute the oscillator strength; for a collection of
molecules with identical transition dipole moments (same magnitude and same spatial
orientation), dm = d, it reads

Oα =
|dα|

2

|d|2
= |

∑

m

cα(m)|2 .

in the limit of weak exciton–vibrational coupling the absorption reads

α(ω) =
4πωnagg

3~c

∑

α

|dα|
2 γα

(ω − Eα/~)2 + γ2
α

the quantity γα is the homogeneous broadening;

Static Disorder
an important factor determining the width of absorption lines of artificially prepared or
naturally occurring aggregates is static disorder; a change of the energy level structure,
for example, from aggregate to aggregate leads to an additional broadening of the ab-
sorption which is measured on a sample containing a large number of aggregates; one
can characterize such a behavior by a set of parameters y ≡ {yj} which enter the
Hamiltonian and describe a specific energetic and structural situation in the aggregate;
the parameters y will be additionally labelled by A, which counts all aggregates con-
tained in the sample volume V ; this should indicate that set y varies from aggregate to
aggregate; accordingly, every aggregate will have its own absorption cross section

σ = σ(ω; yA)

the cross section follows from the absorption coefficient as

σ = α/nagg

and we may write:

αinh(ω) =
1

V

∑

A∈V

σ(ω; yA)

the inhomogeneous broadening can be described as an averaging with respect to dif-
ferent realizations of the aggregate’s structure and energy spectrum; this is called a
configurational average;
if there exist a large number of different realizations one can change from the summa-
tion to the integration with respect to the different parameters yj

αinh(ω) =

∫

dy F(y)σ(ω; y)

the integration extends over the whole set of parameters; the appropriate normalized
distribution function F(y) can formally be introduced as

F(y) =
1

V

∑

A∈V

∏

j

δ(yj − yAj)
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for specific applications F(y) is taken to be a continuous function of the parameters yj;
we consider the simple case, where disorder can be described by Gaussian distribu-
tions of the various exciton levels around certain mean values Eα.

F(y) → F(y ≡ {Eα}) = nagg

∏

α

Fα(Eα − Eα)

with

Fα(E) =
1

√

2π∆α

exp

{

−
E2

2∆2
α

}

here ∆α is the width of the Gaussian distribution for the state |α〉;
taking the cross section the inhomogeneously broadened absorption spectrum is ob-
tained as

αinh(ω) =

∫

dE F(E)σ(ω; E) =
4π2ωnagg

3c

∑

α

|dα|
2 Fα(~ω − Eα)

in this simple case the distribution of microscopic parameters directly determines the
lineshape of the inhomogeneously broadened spectrum;
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